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SIGNATURELESS ANOM A LOUS BE HAV IOR DE TEC TION
IN IN FOR MA TION SYSTEMS

Ab stract. The early detection of cyber threats with cyber-attacks adapted to the nature of
information systems is a crucial cybersecurity problem. This problem and the task of
recognizing normal and abnormal states and behavior of various processes in information
systems are closely related. An additional condition is often the absence of templates,
signatures, or rules of normal behavior that would allow using existing statistical or other
known methods of data analysis. We analyze the existing and propose a new method for
detecting abnormal behavior without the use of signatures based on the finite state machine
(FSM) model and the Security Information and Events Management (SIEM) system.
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IN TRO DUC TION

The in creas ing im pact of cyber threats on crit i cal in fra struc ture is at trib ut able to
the si mul ta neous rise of in for ma tion flows and in fra struc ture com plex ity. Higher
com plex ity of ten re sults in higher func tion al ity, which, in turn, re duces the se cu -
rity level of any sys tem, as has been es tab lished [1].

As the num ber of cyber-at tacks con tin ues to rise [2], safe guard ing crit i cal in fra -
struc ture ob jects [3], which are mostly state in sti tu tions, be comes the top pri or ity for
cyber de fense. It is widely rec og nized that mod ern cyber-at tacks are be com ing in -
creas ingly so phis ti cated and caus ing sig nif i cant dam age to their tar gets. In re cent
times, sev eral highly so phis ti cated sup ply chain at tacks have been wit nessed, which
may have had a multi-step his tory and could have been de tected at early stages if
a method for detecting anomalous behavior was available.

A sig nif i cant is sue in cyber de fense is the ab sence of ef fec tive mech a nisms for
de tect ing and pre vent ing at tacks un less spe cific at tack pat terns or even sig na tures are
iden ti fied. As a re sult, the de vel op ment of pre-de tec tion and pre ven tion mech a nisms
for cyber threats has be come cru cial, par tic u larly in cases where there is in suf fi cient
in for ma tion about po ten tial threats and their sig na tures. Such mech a nism should be
based on iden ti fy ing anom a lies in user be hav ior, where an anom aly re fers to un usual
user be hav ior that de vi ates from what is ex pected rather than the “nor mal” be hav ior.
It is im por tant to note that what is con sid ered nor mal can be sub jec tive and var ies
across dif fer ent sys tems. Fore cast ing will be the primary method for identifying
deviations from expected behavior. 

To sum up the above-mentioned, modern cybersecurity is defined on the one
hand by the changeable character of threats, and on the other hand, by adaptive
change of the very state of specific information system in cyberspace, which is
considered as safe. Traditional information security technologies are built in the
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following way. At first, we explore the vulnerabilities, and then we identify the
threats on their basis. Such technologies cannot work in our situation in spite of using
the best methods for vulnerabilities detection (see example [4]). Moreover, intrusion
detection systems built on signature or pattern of cyberattacks (including patterns
changeable in time [5]) do not solve this problem completely, too. For that, we need
a lot of time for signature or pattern forming (by neural network for example). So, the
investigation of practically effective methods for detecting the system’s anomaly
behavior is becoming urgent. It is especially important for the system where the very
meaning of its “abnormal state” is changing quickly enough.

In order to develop such a mechanism, it is imperative to establish an uninterrupted
stream of user behavior indicators that serves as the foundation for identifying anomalies.

The pa per is di vided into four sections according to the paper topic. The anom a -
lies sec tion pro vides a def i ni tion and com pre hen sive un der stand ing of dif fer ent types
of anom a lies, as well as ex ist ing meth ods for de tect ing them. The sec tion on SIEM
sys tems de scribes the fun da men tal pro cess of col lect ing raw data for de tect ing anom -
a lies, in clud ing data de scrip tion, ex am ples, for mal iza tion of the data model, and iden -
ti fi ca tion of fea tures in logs. The sec tion on fi nite state ma chines ex plains the fi nite
state ma chine model and cov ers in puts, out puts, con trol sig nals, and sets of states that
ex plain the tran si tions be tween them. This sec tion also pres ents a method for de tect -
ing anom a lous be hav ior with out us ing sig na tures, in clud ing the like li hood com po nent 
of a fi nite state ma chine model. Fi nally, the conclusions section summarizes the paper 
and discusses the method’s application, as well as potential future improvements.

ANOM A LIES

The process of extracting valuable insights from large datasets is achieved through data 
mining. As the volume of data continues to grow and the significance of analysis
results increases, the need for identifying anomalies becomes more critical. Anomaly
detection involves identifying unexpected values or deviations from the normal behavior 
of a system. The terms “anomaly”, “outlier”, “error”, and “exception” are used
interchangeably in this paper to refer to such deviations that can occur in data of
varying structures and nature, whether resulting from technical malfunctions,
accidents, intentional disruptions, or other factors. Various techniques and algorithms
have been developed for identifying anomalies in different types of data. In this
section, we aim to review the most well-known approaches to anomaly detection.

In the fol low ing text, we will re fer to the pa per [6], as it is nec es sary for a com -
plete un der stand ing of the na ture of anom a lies and their clas si fi ca tion. Anom a lies in
data can gen er ally be clas si fied into one of three main types, namely point anom a lies,
con tex tual anom a lies, and collective anomalies.

Point anom a lies re fer to sit u a tions in which a sin gle data in stance can be con sid -
ered anom a lous com pared to the re main ing data. Fig ure 1, a shows an ex am ple of a
point anom aly, where the point 350 is iden ti fied as an ab nor mal ity in a nor mal ran -
dom walk type chart. This type of anom aly is widely rec og nized, and many ex ist ing
meth ods are de signed to detect point anomalies.

Contextual anomalies are identified when a data instance is considered anomalous
only in a particular context or condition, also known as conditional anomalies. Detection of
such anomalies requires the selection of appropriate contextual and behavioral attributes.

• Con tex tual at trib utes re fer to the fea tures that de fine the con text or en vi ron -
ment of each data in stance. For in stance, in time se ries data, the con tex tual
at trib ute is typ i cally the timestamp that de ter mines the po si tion of the in -
stance in the en tire se quence. Al ter na tively, a con tex tual at trib ute can rep re -
sent a spa tial po si tion or a more com plex com bi na tion of prop er ties that de -
fine the con text.

• Be hav ioral at trib utes re fer to non-con tex tual prop er ties that are spe cific to
a data in stance. The ab nor mal ity of a data in stance is de ter mined by the val ues 
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of its be hav ioral at trib utes in the spe cific con text. It should be noted that a data 
in stance may be con sid ered a con tex tual anom aly un der cer tain con di tions, but 
with the same be hav ioral at trib utes, it may be con sid ered nor mal in a dif fer ent
con text. For in stance, in Fig. 1, b, point 950 dis plays an anom aly. The abil ity
to dis tin guish be tween con tex tual and be hav ioral at trib utes is cru cial when de -
tect ing con tex tual anom a lies.

Col lec tive anom a lies oc cur when a se quence of re lated in stances of data (such as
a time se ries sec tion) is anom a lous with re spect to an en tire data set or its con sid er -
able part. A sin gle in stance of data in this se quence may not be a de vi a tion, but the
co-oc cur rence of such in stances is a col lec tive anom aly. In Fig. 1, c, points be tween
600 and 750 are a sub ject to collective anomaly.

In ad di tion, while point or con tex tual anom a lies can be ob served in any data set,
col lec tive anom a lies are ob served only in those where the data are in ter con nected. It
is also worth not ing that point or col lec tive anom a lies can also be contextual.

There are sev eral op tions for clas si fy ing ex ist ing meth ods of find ing anom a -
lies [6]. In this pa per, we will con sider two types of di vi sion: the mode of rec og ni tion
and the method of implementation.

De pend ing on the al go rithm, the re sult of the anom aly iden ti fi ca tion sys tem may
be ei ther to la bel the data in stance as ab nor mal or to as sess the level of like li hood that
the in stance is abnormal.

The pro cess of de tect ing anom a lies can be per formed for data of dif fer ent for mats:
• data flow (real-time op er a tion);
• data ar chive.
The task of iden ti fy ing anom a lies of ten re quires a la beled dataset that de scribes

the sys tem. Each in stance in the dataset is la beled as ei ther nor mal or ab nor mal, with
many in stances be long ing to the same class. How ever, cre at ing such a la beled dataset
can be a man ual and ex pen sive pro cess, and in some cases, it may be im pos si ble to
ob tain in stances of the anom a lous class due to the lack of data on po ten tial sys tem de -
vi a tions. Fur ther more, la bels may be un avail able for both classes. Anom aly de tec tion
meth ods can be per formed in one of three modes, de pend ing on which data classes are 
utilized to implement the algorithm.

Supervised anomaly detection. In this technique, a training dataset containing both
normal and anomalous instances that represent the system is required. The algorithm operates
in two stages: training and detection. During the training stage, a model is constructed based
on the available labeled data, which is later used to compare with unlabeled instances during
detection. It is usually assumed that the statistical characteristics of the data do not change
over time. Otherwise, the classifier needs to be updated accordingly [7].

The main dif fi culty of al go rithms that work in the mode of rec og ni tion with the su per -
vi sor is the for ma tion of data for learn ing. Of ten an anom a lous class is rep re sented by
a much smaller num ber of in stances than a nor mal one, which can lead to in ac cu ra cies in
the re sult ing model. In such cases, ar ti fi cial gen er a tion of anom a lies is used.

Semi-su per vised anom aly de tec tion. In this ap proach, the ini tial data only con -
sists of in stances be long ing to the nor mal class. The sys tem is trained on this class
and can de ter mine the mem ber ship of new data to this class, and there fore iden tify
anom a lies by rec og niz ing data that do not be long to the nor mal class. Al go rithms that
work in a rec og ni tion mode with par tial su per vi sion do not re quire in for ma tion about
the anom a lous class of in stances, mak ing them more widely used and en abling the de -
tec tion of anom a lies in the ab sence of pre-de ter mined in for ma tion about them.

Unsupervised anomaly detection. This technique is employed when there is no prior
knowledge about the data. Non-supervised recognition algorithms operate on the
assumption that anomalous instances are significantly rarer than normal ones. The data is
analyzed, and the most extreme instances are identified as anomalies. In order to apply this
method, the entire dataset needs to be available, otherwise real-time analysis is not possible.
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Fig. 1. Main types of anom a lies rec og nized in timer-se ries anal y sis: point anom aly (a), con tex tual
 ano maly (b), col lec tive anom aly (c). The units of mea sure ment in this chart are ar bi trary



Further, an overview of the existing methods for anomaly detection will be provided.
Clas si fi ca tion. The im ple men ta tion of this method is based on the as sump tion

that the nor mal be hav ior of the sys tem can be de ter mined by one or more classes.
Thus, an in stance that does not be long to any of the classes is a de vi a tion. The search
for anom a lies takes place in two stages: learn ing and rec og ni tion. The clas si fier is
stud ied on an ar ray of marked data, then the af fil i a tion to one of the known classes is
de ter mined. Oth er wise, the in stance is re ferred to as an anom aly.

Anom aly de tec tion can be im ple mented through clas si fi ca tion us ing sev eral
mech a nisms, in clud ing neu ral net works, Bayesian net works, ref er ence vec tors, and
rule-based meth ods. Among these, neu ral net works are the most com monly used. The
pro cess of de tect ing anom a lies through neu ral net works in volves two stages: first, the
net work learns to rec og nize nor mal be hav ior classes us ing a train ing set, and sec ond,
each in stance is fed into the net work as in put to iden tify anom a lous be hav ior. Such
sys tems can de tect one or multiple classes of normal behavior.

Replicative neu ral net works are used to find anom a lies by rec og niz ing only one
class [8]. The tech nol ogy of neu ral net works of deep learn ing (Deep Learn ing), which 
has be come wide spread, is also suc cess fully used to solve this problem [9].

Bayesian net work is a graph i cal model that re flects the prob a bil ity de pend en cies
of many vari ables and al lows you to draw a prob a bil ity con clu sion with these vari -
ables. It con sists of two main parts: a graph i cal struc ture that de fines a set of de pend -
en cies and in de pend en cies in a set of ran dom vari ables rep re sent ing the sub jects of
the sub ject area, and a set of prob a bil ity dis tri bu tions that de ter mine the strength of
de pend ency re la tions en coded in the graph i cal struc ture. Thus, the use of the
Bayesian net work in the iden ti fi ca tion of anom a lies is to es ti mate the prob a bil ity of
ob serv ing one of the nor mal or anom a lous classes. The sim plest implementation of
this approach is the Naive Bayes Approach [10].

The Sup port Vec tor Ma chine (SVM) method is spe cif i cally de signed for de tect -
ing anom a lies in sys tems where nor mal be hav ior is rep re sented by a sin gle class. The
method con structs a bound ary around the re gion where in stances of nor mal data are
lo cated. Sub se quently, each data point is eval u ated to de ter mine if it lies within the
bound ary. If a point is found to be out side the bound ary, it is clas si fied as an anom aly. 
This method for de tect ing anom a lies is based on gen er at ing rules that cor re spond to
nor mal be hav ior of the sys tem. An in stance that does not com ply with these rules is
rec og nized as an anom aly. This al go rithm in volves two steps: step 1 in volves learn ing 
the rules us ing a spe cific al go rithm, such as RIP PER, De ci sion Trees, etc. Each rule is 
as signed a value that is pro por tional to the ra tio of train ing in stances clas si fied by the
rule to the to tal num ber of train ing in stances cov ered by the rule. Step 2 in volves
search ing for the best fit ting rule for each test instance. The system can recognize
both one and multiple classes of behavior.

One subtype of rule-based systems is fuzzy logic systems. They are used when the line 
between normal and abnormal system behavior is not strictly determined. Each instance is
an anomaly to some extent away from the center of mass of the normal interval.

Clus ter ing. This tech nique in volves group ing sim i lar in stances into clus ters and
does not re quire knowl edge of the prop er ties of pos si ble de vi a tions. De tec tion of
anom a lies can be based on the fol low ing as sump tion:

• Nor mal in stances of data be long to a data clus ter, while anom a lies do not be -
long to any of the clus ters. How ever, this word ing may raise the prob lem of
de fin ing clear clus ter bound aries. 

Thus, we have the following assumptions:
• Nor mal data is closer to the cen ter of the clus ter, and ab nor mal — much fur ther.
In the case where anom a lous in stances are not sin gle, they can also form clus ters. 

Thus, their de tec tion is based on the fol low ing as sump tion:
• Nor mal data form large dense clus ters, while ab nor mal — small and scat tered.
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Sta tis ti cal anal y sis. In this ap proach, the pro cess is an a lyzed to cre ate a pro file 
or model that rep re sents nor mal be hav ior. The model is then com pared to the ac tual
be hav ior of the sys tem. If the de vi a tion be tween the two, as de ter mined by a des ig -
nated anom aly func tion, ex ceeds a pre-set thresh old, the sys tem is flagged as anom -
a lous. The un der ly ing as sump tion is that the nor mal be hav ior of the sys tem will
have a high prob a bil ity of oc cur rence, while anom a lies will have a low prob a bil ity. 

This ap proach is ad van ta geous be cause it does not re quire prior knowl edge about 
the type of anom aly. How ever, it can be chal leng ing to ac cu rately de ter mine the sta -
tis ti cal dis tri bu tion and thresh old value for the system [11].

Meth ods of sta tis ti cal anal y sis are di vided in two main groups:
• Para met ric meth ods. It is as sumed that the nor mal data is gen er ated by a para -

met ric dis tri bu tion with the pa ram e ters  and the prob a bil ity den sity func tion 
P x( , ) , where x is an ob ser va tion. The anom aly is an in verse dis tri bu tion func -
tion. These meth ods are of ten based on the Gaussi an or re gres sion model, as
well as their com bi na tions.

• Non-para met ric meth ods. It is as sumed that the struc ture of the model is not
de ter mined a pri ori; in stead, it is de fined from the data pro vided and in cludes
meth ods based on his to grams or ker nel functions.

The ba sic al go rithm for find ing anom a lies us ing his to grams in cludes two stages.
At the first stage, there is a con struc tion of the his to gram based on var i ous val ues of
the cho sen char ac ter is tic for cop ies of train ing data. In the sec ond stage, each of the
stud ied spec i mens is de ter mined to be long to one of the col umns of the his to gram. In -
stances that do not be long to any of the columns are marked as abnormal.

Anom aly rec og ni tion based on the ker nel func tion is sim i lar to para met ric meth -
ods ex cept for the method of es ti mat ing the prob a bil ity density.

Algorithm of the nearest neighbor. To use this technique, it is necessary to define
the concept of distance (degree of similarity) between objects. An example is the
Euclidean distance.

The two main approaches are based on the following assumptions:
• Distance to the k th  nearest neighbor. To implement this approach, the distance

to the nearest object is determined for each tested instance of the class. The specimen
that is the outlier is furthest from the nearest neighbor.

• The use of relative density is based on the estimation of the neighborhood
density of each data instance. An instance that is in a low-density environment is
evaluated as abnormal, while an instance in a high-density neighborhood is evaluated
as normal. For this instance, the distance to its k th  nearest neighbor is equivalent to
the radius of the hypersphere centered in this instance and contains k other instances.

Spec tral meth ods. Spec tral meth ods aim to ap prox i mate the data us ing a com bi -
na tion of at trib utes that cap ture the most im por tant vari abil ity in the data. The un der -
ly ing as sump tion is that the data can be rep re sented in a lower-di men sional subspace,
where nor mal and anom a lous be hav ior can be dis tin guished more ef fec tively. These
meth ods are of ten used in con junc tion with other data pre pro cess ing al go rithms to im -
prove the ac cu racy of anom aly de tec tion.

Hy brid meth ods. Hy brid anom aly rec og ni tion tech niques al low you to com bine
the ad van tages of dif fer ent ap proaches. In this case, dif fer ent tech niques can be used
both se quen tially and in par al lel to achieve av er age re sults.

Behavior profiles, metrics and statistical approaches. The activity profile
characterizes the behavior of a certain subject (or set of subjects) in relation to a
certain object (or its set), thereby serving as a signature or description of normal
activity for the respective subject (subjects) and object (about objects). The
observed behavior is characterized in terms of statistical metrics and models. Metric 
is a random variable x, which is a quantitative measure accumulated over time. 

The pe riod can be a fixed time in ter val (min ute, hour, day, week, etc.) or the time 
be tween two au dit-re lated events (i.e., be tween en try and exit, pro gram ini ti a tion and
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pro gram ter mi na tion, file open ing and clos ing, etc.). Ob ser va tions (sam ple scores) xi
and x ob tained from au dit re cords are used in con junc tion with a sta tis ti cal model to
de ter mine whether a new ob ser va tion is ab nor mal. The sta tis ti cal model does not as -
sume as sump tions about the main dis tri bu tion x; all knowl edge about x is ob tained
from ob ser va tions. Be fore de scrib ing the struc ture, gen er a tion, and ap pli ca tion of
profiles, we will first discuss statistics and models.

We can de fine three types of in di ca tors:
• Event coun ter: x is the num ber of au dit re cords that sat isfy some prop erty that

oc curs dur ing the pe riod (each au dit re cord cor re sponds to an event). Ex am -
ples are the num ber of logins per hour, the num ber of times a com mand is ex e -
cuted dur ing a login ses sion, and the num ber of pass word fail ures per min ute.

• In ter val timer: x is a du ra tion of time be tween two con nected events; that is,
the dif fer ence be tween the timestamps in the rel e vant au dit re cords. An
 examp le is a length of time be tween suc ces sive logins to an ac count.

• Re source mea sure ment: x is a mea sure of re sources con sumed by some ac tions 
dur ing the pe riod spec i fied in the field “Re source use” of au dit re cords. Ex am -
ples are the to tal num ber of pages printed by a user per day and the to tal
amount of CPU time con sumed by a pro gram dur ing a sin gle run. Note that the 
re source mea sure ment in our in tru sion de tec tion model is im ple mented as an
event coun ter or in ter val timer in the tar get sys tem. For ex am ple, the num ber
of pages printed dur ing an in put ses sion is im ple mented in the tar get sys tem as 
an event coun ter that counts the num ber of print events be tween in put and out -
put; CPU time con sumed by the pro gram as an in ter val timer that runs be tween 
the be gin ning and end of the pro gram. Thus, al though event coun ters and in -
ter val tim ers mea sure events at the au dit-re cord level, re source mea sures ob -
tain data from tar get sys tem events that oc cur be low the au dit au dits. The field
of use of au dit re cord re sources thus pro vides a means of re duc ing data so that
fewer events need to be clearly re corded in au dit re cords.

Af ter de ter min ing the met ric for the ran dom vari able x and n of ob ser va tions 
x xn1... , the pur pose of the sta tis ti cal model x is to de ter mine whether the new ob ser -
va tion xn1 is ab nor mal with re spect to pre vi ous ob ser va tions. The fol low ing mod els
may be used in intrusion detection systems:

Operational model. This model is based on the operational assumption that the
anomaly can be solved by comparing the new observation x with fixed limits. Although
the previous sampling points for x are not used, it is likely that the boundaries are
determined from previous observations of one type of variable. The operating model is
most applicable to metrics, where experience shows that certain values are often
associated with penetrations. An example is an event counter for the number of password
failures over a short period of time, when more than 10, say, involve an intrusion attempt.

Stan dard and mean de vi a tion model. This model is based on the as sump tion
that all we know about x xn1... , is the mean and stan dard de vi a tion de ter mined from
its first two points: sum x x

sumsquares x x

mean sum n

stdev

n

n

sum

  
  





1

1
2 2





/

squares
n mean( ) 





1 2

.

A new ob ser va tion xn1 is de fined as ab nor mal if it goes be yond the con fi dence
in ter val, which are d stan dard de vi a tions from the mean for some pa ram e ter d: 
mean d stdev  .

In a case of Chebyshev’s in equal ity, the prob a bil ity that the value falls out side
this in ter val is not more than 1 2/ d ; for d  4, for ex am ple, this is a max i mum of
0.0625. It should be noted that zero-events must be in cluded so as not to shift data.
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This model is com monly used for mon i tor ing event coun ters, in ter val tim ers, and 
re source events ac cu mu lated over a spe cific time in ter val or be tween two re lated
events. It of fers two key ben e fits over the tra di tional model. Firstly, it does not re -
quire prior knowl edge of nor mal ac tiv i ties to es tab lish re stric tions; in stead, it learns
what is nor mal ac tiv ity from its ob ser va tions, and the con fi dence in ter vals au to mat i -
cally re flect this in creased knowl edge. Sec ondly, since the con fi dence in ter vals de -
pend on the ob served data, what is con sid ered nor mal for one user may differ
significantly from another.

A slight variation of this model involves assigning higher weights to recent
observations, resulting in the heavier observations being placed at the end of the calculation.

Multivariate model. This model is sim i lar to the model of mean and stan dard
de vi a tions, ex cept that it is based on cor re la tions be tween two or more in di ca tors.
This model would be use ful if ex per i men tal data shows that better discriminant power 
can be ob tained through a com bi na tion of re lated mea sures, rather than in di vid u ally,
such as CPU time and 1/0 units used by the pro gram, in put fre quency, and elapsed
ses sion time (which can be in versely re lated).

Markov pro cess model. This model, which ap plies only to event coun ters, con -
sid ers each in di vid ual event type (au dit re cord) as a state vari able and uses the state
tran si tion ma trix to char ac ter ize the tran si tion fre quen cies be tween states (not just the
fre quen cies of in di vid ual states, i.e., audit re cords taken sep a rately). A new ob ser va -
tion is de fined as ab nor mal if its prob a bil ity is de ter mined by the pre vi ous state and
the tran si tion ma trix is too low. This model can be use ful for view ing tran si tions be -
tween spe cific com mands where com mand se quences are im por tant.

Time series model. This model, which uses an interval timer together with an event
counter or resource measurement, takes into account the order and time of interaction of
observations x xn1, , , as well as their values. A new observation is abnormal if the
probability of its occurring at that time is too low. The time series has the advantage of
measuring trends in behavior over time and identifying gradual but significant changes in
behaviour. However, the disadvantage is that it is more time-consuming comparing to the
mean and standard deviation calculations.

Other sta tis ti cal mod els can be con sid ered, for ex am ple, mod els that use more
than the first two points, but less than the full set of values.

Pro file com po nents. The ac tiv ity pro file con tains in for ma tion that iden ti fies the
sta tis ti cal model and met rics of the ran dom vari able, as well as a set of class room
events mea sured by the vari able. The struc ture of the pro file con tains 10 com po nents,
the first 7 of which do not de pend on the spe cific ob jects and ob jects be ing mea sured:

<Vari able Name, Ac tion Tem plate, Ex cep tion Tem plate, Re source Us age Tem plate,
Pe riod, Vari able Type, Thresh old, Sub ject Tem plate, Ob ject Tem plate, Value>.

Sub ject and ob ject in de pend ent com po nents are as fol lows:
• Vari able name: Vari able name;
• Ac tion tem plate: A tem plate that cor re sponds to zero or more ac tions in au dit

re cords, such as “login,” “read,” and “execute”;
• Ex cep tion Tem plate: A tem plate that cor re sponds to the Au dit Re cord Ex cep -

tion-Con di tion field;
• Re source Us age Tem plate: A pat tern that matches in the Re source Us age field

of the au dit re cord;
• Pe riod: time in ter val for mea sure ment, for ex am ple, day, hour, min ute (ex -

pressed in tens of clock units). This com po nent is in valid if there is no fixed
time in ter val; the pe riod is the du ra tion of the ac tiv ity;

• Vari able type: The name of an ab stract data type that de fines a spe cific type of 
met ric and sta tis ti cal model, such as an event coun ter with a mean and stan -
dard de vi a tion model;
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• Thresh old: pa ram e ter de fin ing the bound ary used in the sta tis ti cal test to de ter -
mine the anom aly. This field and its in ter pre ta tion are de ter mined by a sta tis ti -
cal model (Vari able type). For the op er at ing model, this is the up per (and pos -
si bly lower) limit of the ob ser va tion value; for the mean and stan dard de vi a -
tion model, this is the num ber of stan dard de vi a tions from the mean.

The sub ject and the ob ject de pend ent com po nents are as fol lows:
• Sub ject Tem plate: A tem plate that cor re sponds to the Sub ject field in the au dit

re cords;
• Ob ject Tem plate: A tem plate that cor re sponds to the Ob ject field in the au dit

re cords;
• Val ues: the value of the cur rent (most re cent) ob ser va tion and the pa ram e ters

used by the sta tis ti cal model to rep re sent the dis tri bu tion of pre vi ous val ues.
For the model of mean and stan dard de vi a tions, these pa ram e ters are the cal cu -
la tion, the sum, and the sum of squares (the first two points). The op er at ing
model does not re quire pa ram e ters.

A pro file is uniquely iden ti fied by a vari able name, an ob ject tem plate, and a
tem plate ob ject. All pro file com po nents are in vari ant ex cept the value.

SIEM SYS TEMS

One of the most pop u lar ap proaches to the real-time se cu rity per im e ter data anal y -
sis is on go ing anal y sis of events within any sys tem or se cu rity per im e ter. There is 
one com mon name for the sys tems al low ing to track and an a lyze se cu rity events,
so-called Se cu rity In for ma tion and Events Man age ment (SIEM) sys tem. In the
next sec tion we will ex plore why SIEM is a must-have tool for any sys tem that
re quires real-time data anal y sis for se cu rity pur poses.

The SIEM sys tems pro vide real-time anal y sis of se cu rity events from sen sors of
in for ma tion and com mu ni ca tion sys tems. They are rep re sented by ap pli ca tions, de -
vices, or ser vices. It is used to ac com plish the following tasks:

• col lect ing, pro cess ing and an a lyz ing se cu rity events that come into the sys tem
from many sources;

• real-time de tec tion of at tacks and vi o la tions of se cu rity cri te ria and pol i cies;
• prompt as sess ment of the se cu rity of in for ma tion, tele com mu ni ca tions and

other crit i cal re sources;
• se cu rity risk anal y sis and man age ment;
• con duct ing in ves ti ga tions into in ci dents;
• mak ing ef fec tive de ci sions to pro tect in for ma tion;
• re port ing doc u ments.
As one of the most en hanced SIEM sys tems SPLUNK was se lected as the sys tem 

to con sider. The type of SIEM sys tem is ir rel e vant for this spe cific pa per, how ever,
this fact should be noted to ex plain the con di tions for de vel op ing the method.

The basis of the information collected in the SPLUNK system is an index. It is
a data repository, which inherently is a file or a set of files that store data.

There is no spe cific type of data that can be stored in SPLUNK be cause it can
pro cess any data (completely un struc tured and poorly struc tured data is au to mat i cally
iden ti fied and pro cessed by SPLUNK).

That is why in SIEM-sys tem SPLUNK (us ing so-called “for ward ers”) any type
of data flow can be ob tained:

• con fig u ra tion files;
• no ti fi ca tion of sys tems and ap pli ca tions;
• alerts;
• met rics;
• scripts;
• log files of changes to da ta bases;
• net work data, etc.
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The struc ture of such data streams may be dif fer ent, but the com mon fea ture is
the pres ence of the same data rows, which is de fined by a cer tain struc ture. For ex am -
ple, for web logs re ceived from a webserver (e.g., Apache server). Fol low ing is typ i -
cally the struc ture of log data:

• IP ad dress of the re quest;
• IP ad dress of the re quest source;
• date and time;
• GET / POST method;
• re quest URL;
• HTTP sta tus code (re sponse);
• browser in for ma tion.
The struc ture may be dif fer ent de pend ing on the set tings; how ever, each el e ment

can be con sid ered a fea ture of the in put. Their set forms a char ac ter is tic space of in put 
data. Cer tain fea tures have nu mer i cal mean ings, some are sym bolic, and some are cat -
e gor i cal. The full fea ture space for fur ther study can be mod i fied and sup ple mented
with pro cessed or cal cu lated data (e.g., URL length, num ber of bytes of in for ma tion,
num ber of parameters in a URL request, etc.).

One of the main fea tures of these logs of any type is a tem po ral fea ture that
forms a dis crete space of val ues and makes it nec es sary to con sider the def i ni tion of
anom a lies in dis crete time. One of the ap proaches al low ing the sto chas tic pro cesses
sim u la tion, and/or de ter mi na tion of the sys tem states and tran si tions be tween them is
a finite state machine.

THE FI NITE STATE MA CHINES

Within the fi nite state ma chine model, we de fine the fol low ing con cepts:
• In put al pha bet — the set of all pos si ble sys tem in puts de fined by the n-di men -

sional fea ture space. In par tic u lar, in our case, the mea sure ment will be de ter -
mined by the num ber of fea tures in the SIEM logs.

• Out put al pha bet — a set of all val ues that char ac ter ize the out put streams of
in for ma tion, or ac tions (sys tem re sponse to an in put sig nal, sys tem sta tus
change mes sages, etc.).

We will con sider sub set of the flow of data from SIEM sys tems as a set of states.
The in put in for ma tion can be rep re sented as a vec tor of val ues — the main features

x a a a ak ( , , , , )1 2 3   , (1)

where the value of the co or di nates of the vec tor a j kj , ...1 , is the value of log

en try pa ram e ters (nu meric or cat e gor i cal, which how ever should be trans formed to 
a nu meric rep re sen ta tion). With out loss of gen er al ity, con fig u ra tion files, sys tem
mes sages, and ap pli ca tions can be con sid ered as such. In this way, we es tab lish a
con nec tion be tween the in put data and the sys tem states.

To use the nu mer i cal val ues of the in put vec tors to ob tain a fi nite num ber of
states, it is de sir able to re duce them to cat e gor i cal ones by di vid ing them into in ter vals 
and as sign ing them to certain categories.

For ex am ple, if one of the at trib utes has def i ni tions on the set of ra tio nal num -
bers, then its min i mum and max i mum val ues (thresh olds) and the in ter vals be tween
them that can cor re spond to the cat e gor i cal val ues “low,” “medium,” and “high”
should be de ter mined. Val ues out side the max i mum and min i mum thresh olds will
cor re spond to the categorical values “high” and “low”.

Thus, the input alphabet can be defined as a finite set of all possible states of the
vector

X x x x xn ( , , , , )1 2 3   , (2)
whereby the to tal num ber of these states n can be de ter mined by the for mula (3):

n ai
i

k



 | |

1

, (3)



where | • |  is the operator of determining the power of the set of values, which
takes a certain coordinate of the vector of input information.

The out put al pha bet can be de fined within the sig nals com ing from the sys tem

Y y y y ym ( , , , , )1 2 3   . (4)

These out put sig nals will al low re spond ing to de vi a tions from the nor mal val ues
un der cer tain con di tions ac cord ing to the tran si tion ma trix, which will be de fined be -
low. Spe cific def i ni tions for mul ti ple out puts are suggested as follows:

• do noth ing;
• in crease the like li hood of anom aly;
• re duce the like li hood of anom aly;
• sig nal an anom aly.
Now we define the set of states of the system, which in the general form are as

follows:
S s s s sd ( , , , , )1 2 3   , (5)

where d is the num ber of all pos si ble states.
With out re duc ing the gen er al ity of the work and re ly ing on sim ple logic, we can

de fine two ba sic states — “nor mal” and “anom a lous”.
It should be noted that in this case the type of anom aly will not be de ter mined,

but we will de ter mine the like li hood of its oc cur rence.
We can construct a finite state machine model for certain sets. Its general

appearance is as follows:
A X Y S f h  , , , , , (6)

Where f h,  are the state-to-state tran si tion and the out put sig nal de ter mi na tion
func tions, re spec tively.

Method for signatureless anom a lous be hav ior de tec tion. On the one hand, to
de ter mine anom a lous be hav ior, we must have a clearly de fined be hav ior that may be
con sid ered as nor mal. On the other hand, some times it is very dif fi cult to clearly de -
fine the bound aries of the norm, es pe cially when it co mes to a per son’s be hav ior. For
this rea son, the au thors pro posed new meth ods for de tect ing some types of anom a lies
with out pat terns based on the ory of Fi nite State Ma chine (FSM), where we map each
FSM state with the ge neric se cu rity data col lec tion sys tem, i.e., SIEM [12].

There fore, based on the def i ni tion of a fi nite state ma chine, hav ing in puts, out -
puts, and a de scrip tion of states with the spec i fied ini tial state, as well as the func tion
of de ter min ing the state and out put sig nals, we can build a gen eral model for de ter -
min ing anomalous behavior.

In the con text of this work, we de fine anom a lous be hav ior as dif fer ent from what 
is ex pected, that is, in this con text, “nor mal”.

In this pa per, we as sume that each value of the in put vec tor is de ter mined by the
dis tri bu tion func tion. That is, the val ues of each of the com po nents of the vec tor are
within the space of val ues (1), form ing some spe cific vector.

Since it is suggested to evaluate the anomalies of behavior probabilistically, it is
necessary to introduce a parameter that will determine the value of the likelihood of
anomalous state at a certain point in time. A likelihood means a probability with no
defined distribution function. In general, you can define state-to-state transition
functions and output signal detection functions as follows:

s f s pt t t 1 1( , ) , (7)

where st1 and st  are states val ues at ap pro pri ate times, pt1 is the cur rent value
of the anom aly like li hood.

Because the finite state machine is a discrete-time model, it is necessary to define 
a transition function as a threshold function, which may be, for example, a transition
to the opposite state in the presence of a likelihood value above/below a certain
threshold. Depending on the current state and the likelihood value, it may change to
the opposite state or again to the current state.
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Now, with a cer tain se quen tial or der ing of the in put vec tors, we can con struct the 
pre dic tive value of the next in put vector.

Note that in the con text of this pa per, it does not mat ter how the pre dic tive value
will be de ter mined. We will as sume that one way or an other, this value has al ready
been ob tained. Most of ten, ar ti fi cial neu ral net works are the most com monly used tool 
for com plex data types.

Here af ter, we as sume that the pre dicted value is ob tained as a func tion of (•)
from the in put dataset (for the time in ter val xt m  to xt ):

~ ( , , )x x xt t m t  1 1  , (8)

Further, to compare this value with the actual value of the input vector, it is necessary
to determine a certain measure of the distance of the vectors in the feature space

x x xt t   (~ , )1 1 , (9)

where ~xt1 is a predicted value of vector at the time t 1, and xt1 is its actual value.
Since we now have a measure of distance, we can determine the function of the

dependence of the anomaly likelihood of the state on that distance.
The likelihood determination function  can be defined as a function of the current

likelihood and a measure of the distance (9) of the predicted vector from the actual one:

p p xt t 1  ( , ) . (10)

The task of tun ing such a func tion to real data can be put to ma chine learn ing to
achieve the ac cu racy and ad e quacy of a method for a par tic u lar data set. A gen eral scheme
of the method for de ter min ing anom a lous be hav ior is pro posed as de picted in Fig. 2.

According to this method, the last step of the calculation is to determine the state
of the system depending on the likelihood and the current state (7). According to (6), 
h (•) remains the only undefined function. We define it according to the conditions of
the adjusted finite state machine, in which the change of states depends on the current
state and the calculated likelihood of anomalies:

y h s pt t ( , )1 . (11)

For anomalies to be determined, the last step of the method should be to determine the
thresholds for (7) and (11) in order to obtain a signal of a possible anomaly in the system.

The calculation of the dynamics of equation (6), as well as the prediction of
values, can allow to determine the likelihood of anomaly in the data collecting SIEM
systems without considering the signatures of certain threats, based only on increasing 
the likelihood of anomalous behavior due to deviation from the predicted one.

CON CLU SIONS

The paper proposes a novel method for detecting anomalous user behavior based on
the distance from expected data. The system is defined by a finite state machine
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Fig. 2. Gen eral graph i cal di a gram of the method of de ter min ing anom a lous be hav ior
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model using a set of equations (1)–(11), which allows for potential anomalous
behavior signals without the need for specific attack signatures. The likelihood of
anomalous user behavior can be determined by considering variations of equations
(12)–(14) in the analysis of logs in information management and security systems.
However, the prediction function used in this approach is a major limitation and
a subject for future research. The accuracy of prediction may vary depending on the
function used, resulting in different anomaly likelihood values.
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В.М. Ткач, А.М. Кудін, В.К. Задірака, І.В. Швідченко 
БЕЗСИГНАТУРНЕ ВИЗНАЧЕННЯ АНОМАЛЬНОЇ ПОВЕДІНКИ В ІНФОРМАЦІЙНИХ СИСТЕМАХ

Анотація. Однією з на й ак ту альніших за дач кібер без пе ки є своєчас не ви яв лен ня кібер заг роз в 
умо вах адап тив но го до сис те ми ха рак те ру кібе ра так. Ця за да ча тісно по в’я за на з виз на чен -
ням нор маль но го та ано маль но го станів, а та кож по ведінки різних про цесів в інфор маційних 
сис те мах. Час то до дат ко вою умо вою є відсутність шаб лонів, сиг на тур або пра вил нор маль ної 
по ведінки, які б дали змо гу за сто су ва ти су часні ста тис тичні або інші відомі ме то ди аналізу
да них. У статті на ве де но аналіз на яв них ме тодів ви яв лен ня ано маль ної по ведінки. Зап ро по -
но ва но но вий ме тод її ви яв лен ня без ви ко рис тан ня сиг на тур на основі мо делі кінце во го ав -
то ма та й сис те ми управління інфор мацією та подія ми інфор маційної без пе ки.

Клю чові сло ва: ви яв лен ня ано малій, кінце вий ав то мат, SIEM, ча со вий ряд, кібер без пе ка.
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