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SIGNATURELESS ANOMALOUS BEHAVIOR DETECTION
IN INFORMATION SYSTEMS

Abstract. The early detection of cyber threats with cyber-attacks adapted to the nature of
information systems is a crucial cybersecurity problem. This problem and the task of
recognizing normal and abnormal states and behavior of various processes in information
systems are closely related. An additional condition is often the absence of templates,
signatures, or rules of normal behavior that would allow using existing statistical or other
known methods of data analysis. We analyze the existing and propose a new method for
detecting abnormal behavior without the use of signatures based on the finite state machine
(FSM) model and the Security Information and Events Management (SIEM) system.
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INTRODUCTION

The increasing impact of cyber threats on critical infrastructure is attributable to
the simultaneous rise of information flows and infrastructure complexity. Higher
complexity often results in higher functionality, which, in turn, reduces the secu-
rity level of any system, as has been established [1].

As the number of cyber-attacks continues to rise [2], safeguarding critical infra-
structure objects [3], which are mostly state institutions, becomes the top priority for
cyber defense. It is widely recognized that modern cyber-attacks are becoming in-
creasingly sophisticated and causing significant damage to their targets. In recent
times, several highly sophisticated supply chain attacks have been witnessed, which
may have had a multi-step history and could have been detected at early stages if
a method for detecting anomalous behavior was available.

A significant issue in cyber defense is the absence of effective mechanisms for
detecting and preventing attacks unless specific attack patterns or even signatures are
identified. As a result, the development of pre-detection and prevention mechanisms
for cyber threats has become crucial, particularly in cases where there is insufficient
information about potential threats and their signatures. Such mechanism should be
based on identifying anomalies in user behavior, where an anomaly refers to unusual
user behavior that deviates from what is expected rather than the “normal” behavior.
It is important to note that what is considered normal can be subjective and varies
across different systems. Forecasting will be the primary method for identifying
deviations from expected behavior.

To sum up the above-mentioned, modern cybersecurity is defined on the one
hand by the changeable character of threats, and on the other hand, by adaptive
change of the very state of specific information system in cyberspace, which is
considered as safe. Traditional information security technologies are built in the
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following way. At first, we explore the vulnerabilities, and then we identify the
threats on their basis. Such technologies cannot work in our situation in spite of using
the best methods for vulnerabilities detection (see example [4]). Moreover, intrusion
detection systems built on signature or pattern of cyberattacks (including patterns
changeable in time [5]) do not solve this problem completely, too. For that, we need
a lot of time for signature or pattern forming (by neural network for example). So, the
investigation of practically effective methods for detecting the system’s anomaly
behavior is becoming urgent. It is especially important for the system where the very
meaning of its “abnormal state” is changing quickly enough.

In order to develop such a mechanism, it is imperative to establish an uninterrupted
stream of user behavior indicators that serves as the foundation for identifying anomalies.

The paper is divided into four sections according to the paper topic. The anoma-
lies section provides a definition and comprehensive understanding of different types
of anomalies, as well as existing methods for detecting them. The section on SIEM
systems describes the fundamental process of collecting raw data for detecting anom-
alies, including data description, examples, formalization of the data model, and iden-
tification of features in logs. The section on finite state machines explains the finite
state machine model and covers inputs, outputs, control signals, and sets of states that
explain the transitions between them. This section also presents a method for detect-
ing anomalous behavior without using signatures, including the likelihood component
of a finite state machine model. Finally, the conclusions section summarizes the paper
and discusses the method’s application, as well as potential future improvements.

ANOMALIES

The process of extracting valuable insights from large datasets is achieved through data
mining. As the volume of data continues to grow and the significance of analysis
results increases, the need for identifying anomalies becomes more critical. Anomaly
detection involves identifying unexpected values or deviations from the normal behavior
of a system. The terms “anomaly”, “outlier”, ‘“error”, and ‘“exception” are used
interchangeably in this paper to refer to such deviations that can occur in data of
varying structures and nature, whether resulting from technical malfunctions,
accidents, intentional disruptions, or other factors. Various techniques and algorithms
have been developed for identifying anomalies in different types of data. In this
section, we aim to review the most well-known approaches to anomaly detection.

In the following text, we will refer to the paper [6], as it is necessary for a com-
plete understanding of the nature of anomalies and their classification. Anomalies in
data can generally be classified into one of three main types, namely point anomalies,
contextual anomalies, and collective anomalies.

Point anomalies refer to situations in which a single data instance can be consid-
ered anomalous compared to the remaining data. Figure 1, a shows an example of a
point anomaly, where the point 350 is identified as an abnormality in a normal ran-
dom walk type chart. This type of anomaly is widely recognized, and many existing
methods are designed to detect point anomalies.

Contextual anomalies are identified when a data instance is considered anomalous
only in a particular context or condition, also known as conditional anomalies. Detection of
such anomalies requires the selection of appropriate contextual and behavioral attributes.

+ Contextual attributes refer to the features that define the context or environ-
ment of each data instance. For instance, in time series data, the contextual
attribute is typically the timestamp that determines the position of the in-
stance in the entire sequence. Alternatively, a contextual attribute can repre-
sent a spatial position or a more complex combination of properties that de-
fine the context.

» Behavioral attributes refer to non-contextual properties that are specific to
a data instance. The abnormality of a data instance is determined by the values
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of'its behavioral attributes in the specific context. It should be noted that a data
instance may be considered a contextual anomaly under certain conditions, but
with the same behavioral attributes, it may be considered normal in a different
context. For instance, in Fig. 1, b, point 950 displays an anomaly. The ability
to distinguish between contextual and behavioral attributes is crucial when de-
tecting contextual anomalies.

Collective anomalies occur when a sequence of related instances of data (such as
a time series section) is anomalous with respect to an entire data set or its consider-
able part. A single instance of data in this sequence may not be a deviation, but the
co-occurrence of such instances is a collective anomaly. In Fig. 1, ¢, points between
600 and 750 are a subject to collective anomaly.

In addition, while point or contextual anomalies can be observed in any data set,
collective anomalies are observed only in those where the data are interconnected. It
is also worth noting that point or collective anomalies can also be contextual.

There are several options for classifying existing methods of finding anoma-
lies [6]. In this paper, we will consider two types of division: the mode of recognition
and the method of implementation.

Depending on the algorithm, the result of the anomaly identification system may
be either to label the data instance as abnormal or to assess the level of likelihood that
the instance is abnormal.

The process of detecting anomalies can be performed for data of different formats:

» data flow (real-time operation);

+ data archive.

The task of identifying anomalies often requires a labeled dataset that describes
the system. Each instance in the dataset is labeled as either normal or abnormal, with
many instances belonging to the same class. However, creating such a labeled dataset
can be a manual and expensive process, and in some cases, it may be impossible to
obtain instances of the anomalous class due to the lack of data on potential system de-
viations. Furthermore, labels may be unavailable for both classes. Anomaly detection
methods can be performed in one of three modes, depending on which data classes are
utilized to implement the algorithm.

Supervised anomaly detection. In this technique, a training dataset containing both
normal and anomalous instances that represent the system is required. The algorithm operates
in two stages: training and detection. During the training stage, a model is constructed based
on the available labeled data, which is later used to compare with unlabeled instances during
detection. It is usually assumed that the statistical characteristics of the data do not change
over time. Otherwise, the classifier needs to be updated accordingly [7].

The main difficulty of algorithms that work in the mode of recognition with the super-
visor is the formation of data for learning. Often an anomalous class is represented by
a much smaller number of instances than a normal one, which can lead to inaccuracies in
the resulting model. In such cases, artificial generation of anomalies is used.

Semi-supervised anomaly detection. In this approach, the initial data only con-
sists of instances belonging to the normal class. The system is trained on this class
and can determine the membership of new data to this class, and therefore identify
anomalies by recognizing data that do not belong to the normal class. Algorithms that
work in a recognition mode with partial supervision do not require information about
the anomalous class of instances, making them more widely used and enabling the de-
tection of anomalies in the absence of pre-determined information about them.

Unsupervised anomaly detection. This technique is employed when there is no prior
knowledge about the data. Non-supervised recognition algorithms operate on the
assumption that anomalous instances are significantly rarer than normal ones. The data is
analyzed, and the most extreme instances are identified as anomalies. In order to apply this
method, the entire dataset needs to be available, otherwise real-time analysis is not possible.
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Fig. 1. Main types of anomalies recognized in timer-series analysis: point anomaly (@), contextual
anomaly (b), collective anomaly (c). The units of measurement in this chart are arbitrary
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Further, an overview of the existing methods for anomaly detection will be provided.

Classification. The implementation of this method is based on the assumption
that the normal behavior of the system can be determined by one or more classes.
Thus, an instance that does not belong to any of the classes is a deviation. The search
for anomalies takes place in two stages: learning and recognition. The classifier is
studied on an array of marked data, then the affiliation to one of the known classes is
determined. Otherwise, the instance is referred to as an anomaly.

Anomaly detection can be implemented through classification using several
mechanisms, including neural networks, Bayesian networks, reference vectors, and
rule-based methods. Among these, neural networks are the most commonly used. The
process of detecting anomalies through neural networks involves two stages: first, the
network learns to recognize normal behavior classes using a training set, and second,
each instance is fed into the network as input to identify anomalous behavior. Such
systems can detect one or multiple classes of normal behavior.

Replicative neural networks are used to find anomalies by recognizing only one
class [8]. The technology of neural networks of deep learning (Deep Learning), which
has become widespread, is also successfully used to solve this problem [9].

Bayesian network is a graphical model that reflects the probability dependencies
of many variables and allows you to draw a probability conclusion with these vari-
ables. It consists of two main parts: a graphical structure that defines a set of depend-
encies and independencies in a set of random variables representing the subjects of
the subject area, and a set of probability distributions that determine the strength of
dependency relations encoded in the graphical structure. Thus, the use of the
Bayesian network in the identification of anomalies is to estimate the probability of
observing one of the normal or anomalous classes. The simplest implementation of
this approach is the Naive Bayes Approach [10].

The Support Vector Machine (SVM) method is specifically designed for detect-
ing anomalies in systems where normal behavior is represented by a single class. The
method constructs a boundary around the region where instances of normal data are
located. Subsequently, each data point is evaluated to determine if it lies within the
boundary. If a point is found to be outside the boundary, it is classified as an anomaly.
This method for detecting anomalies is based on generating rules that correspond to
normal behavior of the system. An instance that does not comply with these rules is
recognized as an anomaly. This algorithm involves two steps: step 1 involves learning
the rules using a specific algorithm, such as RIPPER, Decision Trees, etc. Each rule is
assigned a value that is proportional to the ratio of training instances classified by the
rule to the total number of training instances covered by the rule. Step 2 involves
searching for the best fitting rule for each test instance. The system can recognize
both one and multiple classes of behavior.

One subtype of rule-based systems is fuzzy logic systems. They are used when the line
between normal and abnormal system behavior is not strictly determined. Each instance is
an anomaly to some extent away from the center of mass of the normal interval.

Clustering. This technique involves grouping similar instances into clusters and
does not require knowledge of the properties of possible deviations. Detection of
anomalies can be based on the following assumption:

» Normal instances of data belong to a data cluster, while anomalies do not be-
long to any of the clusters. However, this wording may raise the problem of
defining clear cluster boundaries.

Thus, we have the following assumptions:

» Normal data is closer to the center of the cluster, and abnormal — much further.

In the case where anomalous instances are not single, they can also form clusters.
Thus, their detection is based on the following assumption:

» Normal data form large dense clusters, while abnormal — small and scattered.
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Statistical analysis. In this approach, the process is analyzed to create a profile
or model that represents normal behavior. The model is then compared to the actual
behavior of the system. If the deviation between the two, as determined by a desig-
nated anomaly function, exceeds a pre-set threshold, the system is flagged as anom-
alous. The underlying assumption is that the normal behavior of the system will
have a high probability of occurrence, while anomalies will have a low probability.

This approach is advantageous because it does not require prior knowledge about
the type of anomaly. However, it can be challenging to accurately determine the sta-
tistical distribution and threshold value for the system [11].

Methods of statistical analysis are divided in two main groups:

» Parametric methods. It is assumed that the normal data is generated by a para-

metric distribution with the parameters 6 and the probability density function
P (x, 0), where x is an observation. The anomaly is an inverse distribution func-
tion. These methods are often based on the Gaussian or regression model, as
well as their combinations.

» Non-parametric methods. It is assumed that the structure of the model is not
determined a priori; instead, it is defined from the data provided and includes
methods based on histograms or kernel functions.

The basic algorithm for finding anomalies using histograms includes two stages.

At the first stage, there is a construction of the histogram based on various values of
the chosen characteristic for copies of training data. In the second stage, each of the
studied specimens is determined to belong to one of the columns of the histogram. In-
stances that do not belong to any of the columns are marked as abnormal.

Anomaly recognition based on the kernel function is similar to parametric meth-
ods except for the method of estimating the probability density.

Algorithm of the nearest neighbor. To use this technique, it is necessary to define
the concept of distance (degree of similarity) between objects. An example is the
Euclidean distance.

The two main approaches are based on the following assumptions:

« Distance to the k" nearest neighbor. To implement this approach, the distance
to the nearest object is determined for each tested instance of the class. The specimen
that is the outlier is furthest from the nearest neighbor.

* The use of relative density is based on the estimation of the neighborhood
density of each data instance. An instance that is in a low-density environment is
evaluated as abnormal, while an instance in a high-density neighborhood is evaluated
as normal. For this instance, the distance to its k™ nearest neighbor is equivalent to
the radius of the hypersphere centered in this instance and contains & other instances.

Spectral methods. Spectral methods aim to approximate the data using a combi-
nation of attributes that capture the most important variability in the data. The under-
lying assumption is that the data can be represented in a lower-dimensional subspace,
where normal and anomalous behavior can be distinguished more effectively. These
methods are often used in conjunction with other data preprocessing algorithms to im-
prove the accuracy of anomaly detection.

Hybrid methods. Hybrid anomaly recognition techniques allow you to combine
the advantages of different approaches. In this case, different techniques can be used
both sequentially and in parallel to achieve average results.

Behavior profiles, metrics and statistical approaches. The activity profile
characterizes the behavior of a certain subject (or set of subjects) in relation to a
certain object (or its set), thereby serving as a signature or description of normal
activity for the respective subject (subjects) and object (about objects). The
observed behavior is characterized in terms of statistical metrics and models. Metric
is a random variable x, which is a quantitative measure accumulated over time.

The period can be a fixed time interval (minute, hour, day, week, etc.) or the time
between two audit-related events (i.e., between entry and exit, program initiation and
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program termination, file opening and closing, etc.). Observations (sample scores) x;
and x obtained from audit records are used in conjunction with a statistical model to
determine whether a new observation is abnormal. The statistical model does not as-
sume assumptions about the main distribution x; all knowledge about x is obtained
from observations. Before describing the structure, generation, and application of
profiles, we will first discuss statistics and models.

We can define three types of indicators:

» Event counter: x is the number of audit records that satisfy some property that
occurs during the period (each audit record corresponds to an event). Exam-
ples are the number of logins per hour, the number of times a command is exe-
cuted during a login session, and the number of password failures per minute.

* Interval timer: x is a duration of time between two connected events; that is,
the difference between the timestamps in the relevant audit records. An
example is a length of time between successive logins to an account.

* Resource measurement: x is a measure of resources consumed by some actions
during the period specified in the field “Resource use” of audit records. Exam-
ples are the total number of pages printed by a user per day and the total
amount of CPU time consumed by a program during a single run. Note that the
resource measurement in our intrusion detection model is implemented as an
event counter or interval timer in the target system. For example, the number
of pages printed during an input session is implemented in the target system as
an event counter that counts the number of print events between input and out-
put; CPU time consumed by the program as an interval timer that runs between
the beginning and end of the program. Thus, although event counters and in-
terval timers measure events at the audit-record level, resource measures ob-
tain data from target system events that occur below the audit audits. The field
of use of audit record resources thus provides a means of reducing data so that
fewer events need to be clearly recorded in audit records.

After determining the metric for the random variable x and n of observations
Xq...X,, the purpose of the statistical model x is to determine whether the new obser-
vation x,,, | is abnormal with respect to previous observations. The following models
may be used in intrusion detection systems:

Operational model. This model is based on the operational assumption that the
anomaly can be solved by comparing the new observation x with fixed limits. Although
the previous sampling points for x are not used, it is likely that the boundaries are
determined from previous observations of one type of variable. The operating model is
most applicable to metrics, where experience shows that certain values are often
associated with penetrations. An example is an event counter for the number of password
failures over a short period of time, when more than 10, say, involve an intrusion attempt.

Standard and mean deviation model. This model is based on the assumption
that all we know about x;...x,,, is the mean and standard deviation determined from
its first two points: sum =X, +...4x,

2 2

sumsquares = Xl +...4+Xx,

mean = sum/ n

stdey = sumsquary
(n+1)—mean 2

A new observation x,,; is defined as abnormal if it goes beyond the confidence
interval, which are d standard deviations from the mean for some parameter d:
mean * d - stdev.

In a case of Chebyshev’s inequality, the probability that the value falls outside
this interval is not more than 1/ d 2; for d =4, for example, this is a maximum of
0.0625. It should be noted that zero-events must be included so as not to shift data.
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This model is commonly used for monitoring event counters, interval timers, and
resource events accumulated over a specific time interval or between two related
events. It offers two key benefits over the traditional model. Firstly, it does not re-
quire prior knowledge of normal activities to establish restrictions; instead, it learns
what is normal activity from its observations, and the confidence intervals automati-
cally reflect this increased knowledge. Secondly, since the confidence intervals de-
pend on the observed data, what is considered normal for one user may differ
significantly from another.

A slight variation of this model involves assigning higher weights to recent
observations, resulting in the heavier observations being placed at the end of the calculation.

Multivariate model. This model is similar to the model of mean and standard
deviations, except that it is based on correlations between two or more indicators.
This model would be useful if experimental data shows that better discriminant power
can be obtained through a combination of related measures, rather than individually,
such as CPU time and 1/0 units used by the program, input frequency, and elapsed
session time (which can be inversely related).

Markov process model. This model, which applies only to event counters, con-
siders each individual event type (audit record) as a state variable and uses the state
transition matrix to characterize the transition frequencies between states (not just the
frequencies of individual states, i.e., audit records taken separately). A new observa-
tion is defined as abnormal if its probability is determined by the previous state and
the transition matrix is too low. This model can be useful for viewing transitions be-
tween specific commands where command sequences are important.

Time series model. This model, which uses an interval timer together with an event
counter or resource measurement, takes into account the order and time of interaction of
observations xi, ..., X,, as well as their values. A new observation is abnormal if the
probability of its occurring at that time is too low. The time series has the advantage of
measuring trends in behavior over time and identifying gradual but significant changes in
behaviour. However, the disadvantage is that it is more time-consuming comparing to the
mean and standard deviation calculations.

Other statistical models can be considered, for example, models that use more
than the first two points, but less than the full set of values.

Profile components. The activity profile contains information that identifies the
statistical model and metrics of the random variable, as well as a set of classroom
events measured by the variable. The structure of the profile contains 10 components,
the first 7 of which do not depend on the specific objects and objects being measured:

<Variable Name, Action Template, Exception Template, Resource Usage Template,
Period, Variable Type, Threshold, Subject Template, Object Template, Value>.

Subject and object independent components are as follows:

e Variable name: Variable name;

» Action template: A template that corresponds to zero or more actions in audit
records, such as “login,” “read,” and “execute”;

» Exception Template: A template that corresponds to the Audit Record Excep-
tion-Condition field;

» Resource Usage Template: A pattern that matches in the Resource Usage field
of the audit record;

+ Period: time interval for measurement, for example, day, hour, minute (ex-
pressed in tens of clock units). This component is invalid if there is no fixed
time interval; the period is the duration of the activity;

+ Variable type: The name of an abstract data type that defines a specific type of
metric and statistical model, such as an event counter with a mean and stan-
dard deviation model;
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+ Threshold: parameter defining the boundary used in the statistical test to deter-
mine the anomaly. This field and its interpretation are determined by a statisti-
cal model (Variable type). For the operating model, this is the upper (and pos-
sibly lower) limit of the observation value; for the mean and standard devia-
tion model, this is the number of standard deviations from the mean.

The subject and the object dependent components are as follows:

» Subject Template: A template that corresponds to the Subject field in the audit
records;

* Object Template: A template that corresponds to the Object field in the audit
records;

+ Values: the value of the current (most recent) observation and the parameters
used by the statistical model to represent the distribution of previous values.
For the model of mean and standard deviations, these parameters are the calcu-
lation, the sum, and the sum of squares (the first two points). The operating
model does not require parameters.

A profile is uniquely identified by a variable name, an object template, and a

template object. All profile components are invariant except the value.

SIEM SYSTEMS

One of the most popular approaches to the real-time security perimeter data analy-
sis is ongoing analysis of events within any system or security perimeter. There is
one common name for the systems allowing to track and analyze security events,
so-called Security Information and Events Management (SIEM) system. In the
next section we will explore why SIEM is a must-have tool for any system that
requires real-time data analysis for security purposes.

The SIEM systems provide real-time analysis of security events from sensors of
information and communication systems. They are represented by applications, de-
vices, or services. It is used to accomplish the following tasks:

+ collecting, processing and analyzing security events that come into the system

from many sources;

+ real-time detection of attacks and violations of security criteria and policies;

» prompt assessment of the security of information, telecommunications and

other critical resources;

+ security risk analysis and management;

+ conducting investigations into incidents;

» making effective decisions to protect information;

» reporting documents.

As one of the most enhanced SIEM systems SPLUNK was selected as the system
to consider. The type of SIEM system is irrelevant for this specific paper, however,
this fact should be noted to explain the conditions for developing the method.

The basis of the information collected in the SPLUNK system is an index. It is
a data repository, which inherently is a file or a set of files that store data.

There is no specific type of data that can be stored in SPLUNK because it can
process any data (completely unstructured and poorly structured data is automatically
identified and processed by SPLUNK).

That is why in SIEM-system SPLUNK (using so-called “forwarders”) any type
of data flow can be obtained:

+ configuration files;

* notification of systems and applications;

« alerts;

* metrics;

* scripts;

+ log files of changes to databases;

« network data, etc.
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The structure of such data streams may be different, but the common feature is
the presence of the same data rows, which is defined by a certain structure. For exam-
ple, for web logs received from a webserver (e.g., Apache server). Following is typi-
cally the structure of log data:

» [P address of the request;

+ [P address of the request source;

e date and time;

« GET / POST method;

* request URL;

* HTTP status code (response);

+ browser information.

The structure may be different depending on the settings; however, each element
can be considered a feature of the input. Their set forms a characteristic space of input
data. Certain features have numerical meanings, some are symbolic, and some are cat-
egorical. The full feature space for further study can be modified and supplemented
with processed or calculated data (e.g., URL length, number of bytes of information,
number of parameters in a URL request, etc.).

One of the main features of these logs of any type is a temporal feature that
forms a discrete space of values and makes it necessary to consider the definition of
anomalies in discrete time. One of the approaches allowing the stochastic processes
simulation, and/or determination of the system states and transitions between them is
a finite state machine.

THE FINITE STATE MACHINES
Within the finite state machine model, we define the following concepts:

+ Input alphabet — the set of all possible system inputs defined by the #-dimen-
sional feature space. In particular, in our case, the measurement will be deter-
mined by the number of features in the SIEM logs.

* Output alphabet — a set of all values that characterize the output streams of
information, or actions (system response to an input signal, system status
change messages, etc.).

We will consider subset of the flow of data from SIEM systems as a set of states.

The input information can be represented as a vector of values — the main features
x=(ay,ay,as,...,a;), (1)

where the value of the coordinates of the vector a;, j=1..k, is the value of log

entry parameters (numeric or categorical, which however should be transformed to
a numeric representation). Without loss of generality, configuration files, system
messages, and applications can be considered as such. In this way, we establish a
connection between the input data and the system states.

To use the numerical values of the input vectors to obtain a finite number of
states, it is desirable to reduce them to categorical ones by dividing them into intervals
and assigning them to certain categories.

For example, if one of the attributes has definitions on the set of rational num-
bers, then its minimum and maximum values (thresholds) and the intervals between
them that can correspond to the categorical values “low,” “medium,” and “high”
should be determined. Values outside the maximum and minimum thresholds will
correspond to the categorical values “high” and “low”.

Thus, the input alphabet can be defined as a finite set of all possible states of the
vector
X =(x1,%0,X3,...,%,), (2)

whereby the total number of these states n can be determined by the formula (3):
k

n=[Tlail, (3)
i=1
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where H|- | is the operator of determining the power of the set of values, which
takes a certain coordinate of the vector of input information.
The output alphabet can be defined within the signals coming from the system

Y:(ylayZ’y:%"‘:ym)' 4)

These output signals will allow responding to deviations from the normal values
under certain conditions according to the transition matrix, which will be defined be-
low. Specific definitions for multiple outputs are suggested as follows:

+ do nothing;

* increase the likelihood of anomaly;

» reduce the likelihood of anomaly;

+ signal an anomaly.

Now we define the set of states of the system, which in the general form are as
follows:

SZ(SI,Sz,S3,...,Sd), %)
where d is the number of all possible states.
Without reducing the generality of the work and relying on simple logic, we can
define two basic states — “normal” and “anomalous”.
It should be noted that in this case the type of anomaly will not be determined,
but we will determine the likelihood of its occurrence.
We can construct a finite state machine model for certain sets. Its general
appearance is as follows:
A=(X,Y,S, [, h, (6)

Where f,h are the state-to-state transition and the output signal determination
functions, respectively.

Method for signatureless anomalous behavior detection. On the one hand, to
determine anomalous behavior, we must have a clearly defined behavior that may be
considered as normal. On the other hand, sometimes it is very difficult to clearly de-
fine the boundaries of the norm, especially when it comes to a person’s behavior. For
this reason, the authors proposed new methods for detecting some types of anomalies
without patterns based on theory of Finite State Machine (FSM), where we map each
FSM state with the generic security data collection system, i.e., SIEM [12].

Therefore, based on the definition of a finite state machine, having inputs, out-
puts, and a description of states with the specified initial state, as well as the function
of determining the state and output signals, we can build a general model for deter-
mining anomalous behavior.

In the context of this work, we define anomalous behavior as different from what
is expected, that is, in this context, “normal”.

In this paper, we assume that each value of the input vector is determined by the
distribution function. That is, the values of each of the components of the vector are
within the space of values (1), forming some specific vector.

Since it is suggested to evaluate the anomalies of behavior probabilistically, it is
necessary to introduce a parameter that will determine the value of the likelihood of
anomalous state at a certain point in time. A likelihood means a probability with no
defined distribution function. In general, you can define state-to-state transition
functions and output signal detection functions as follows:

Sie1 =S (65 Pry1) s (7
where s;,| and s, are states values at appropriate times, p,,; is the current value
of the anomaly likelihood.

Because the finite state machine is a discrete-time model, it is necessary to define
a transition function as a threshold function, which may be, for example, a transition
to the opposite state in the presence of a likelihood value above/below a certain
threshold. Depending on the current state and the likelihood value, it may change to
the opposite state or again to the current state.
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Fig. 2. General graphical diagram of the method of determining anomalous behavior

Now, with a certain sequential ordering of the input vectors, we can construct the
predictive value of the next input vector.

Note that in the context of this paper, it does not matter how the predictive value
will be determined. We will assume that one way or another, this value has already
been obtained. Most often, artificial neural networks are the most commonly used tool
for complex data types.

Hereafter, we assume that the predicted value is obtained as a function of u(*)
from the input dataset (for the time interval x;_,, to x;):

X1 =My s Xpi 1) (8)

Further, to compare this value with the actual value of the input vector, it is necessary
to determine a certain measure of the distance of the vectors in the feature space

Ox =A(X,11,%141), ©)

where X, is a predicted value of vector at the time 7 +1, and x,,; is its actual value.
Since we now have a measure of distance, we can determine the function of the
dependence of the anomaly likelihood of the state on that distance.
The likelihood determination function p can be defined as a function of the current
likelihood and a measure of the distance (9) of the predicted vector from the actual one:

Prs1 =p(py,0x). (10)

The task of tuning such a function to real data can be put to machine learning to
achieve the accuracy and adequacy of a method for a particular data set. A general scheme
of the method for determining anomalous behavior is proposed as depicted in Fig. 2.

According to this method, the last step of the calculation is to determine the state
of the system depending on the likelihood and the current state (7). According to (6),
h (*) remains the only undefined function. We define it according to the conditions of
the adjusted finite state machine, in which the change of states depends on the current
state and the calculated likelihood of anomalies:

y=h(s;, prit) - (11)
For anomalies to be determined, the last step of the method should be to determine the
thresholds for (7) and (11) in order to obtain a signal of a possible anomaly in the system.
The calculation of the dynamics of equation (6), as well as the prediction of
values, can allow to determine the likelihood of anomaly in the data collecting SIEM
systems without considering the signatures of certain threats, based only on increasing
the likelihood of anomalous behavior due to deviation from the predicted one.

CONCLUSIONS

The paper proposes a novel method for detecting anomalous user behavior based on
the distance from expected data. The system is defined by a finite state machine

ISSN 1019-5262. Kibepuetuka Ta cucreMHuii aHaiis, 2023, rom 59, Ne 5 111



model using a set of equations (1)~(11), which allows for potential anomalous
behavior signals without the need for specific attack signatures. The likelihood of
anomalous user behavior can be determined by considering variations of equations
(12)(14) in the analysis of logs in information management and security systems.
However, the prediction function used in this approach is a major limitation and
a subject for future research. The accuracy of prediction may vary depending on the
function used, resulting in different anomaly likelihood values.
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B.M. Tkau, A.M. Kynin, B.K. 3angipaka, 1.B. lIBiguenko
BE3CUTHATYPHE BU3HAYEHHS AHOMAJIbHOI IIOBEJIHKHA B IHOOPMALIIMHAX CUCTEMAX

Anoraunis. OnHiero 3 HalaKTyalbHIMMX 3a7ad KibepOe3lekn € CBoeyacHe BHUSBIICHHS KiOep3arpos B
YMOBax aJIalTHBHOIO JI0 CHCTEMH Xapaktepy KiOeparak. Ll 3ajgaua TicHO NOB’s3aHa 3 BM3HAYCH-
HSIM HOPMAJIBHOTO Ta aHOMAJFHOTO CTaHIB, a TAKOX IOBEHIHKM PI3HHUX IPOIECIB B iH(pOpMamiiHIX
cucteMax. Jacto /10aTKOBOIO YMOBOIO € BIICYTHICTh LIA0JIOHIB, CHTHATYp a00 HpaBHII HOPMAaJbHOI
MOBEAIHKY, sIKi O JamM 3MOry 3acTOCYBAaTH Cy4acHI CTaTHCTWYHI abo iHII BiJOMi METONM aHANi3y
naHuX. Y CTATTi HAaBEACHO aHAJi3 HAsBHUX METOMIB BHSIBJICHHS aHOMAJbHOI MOBEMIHKH. 3amporio-
HOBAaHO HOBHH MeTOx ii BHSBIEHHS O3 BHKOPHCTAHHS CHUTHATYp Ha OCHOBI MOJENi KiHIIEBOTO aB-

ToMaTa i cuctemu ymnpasiiHHs iH(pOpMalieo Ta noxisMu iH(oOpMauiiiHOT Ge3neKH.

KoarouoBi ciioBa: BusiBieHHs aHoMaliii, kiHueBuil aBromar, SIEM, uwacoBuii psin, kibepOesmneka.
Haoitiuwna oo peoaxyii 14.03.2023
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