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ПРЯМИЙ МЕТОД РОЗВ’ЯЗАННЯ ІГРОВИХ ЗАДАЧ 
ЗБЛИЖЕННЯ КЕРОВАНИХ ОБ’ЄКТІВ 1

Анотація. Дослідже но про бле му збли жен ня ке ро ва них об’єктів у ігро вих за да чах ди наміки.
Отри ма но дос татні умо ви за вер шен ня гри за скінчен ний га ран то ва ний час у ви пад ку, коли
не ви ко нується кла сич на умо ва Пон трягіна. Замість се лек то ра Пон трягіна, яко го не існує,
роз гля дається де я ка функція зсу ву, за до по мо гою якої вво дить ся спеціаль не ба га тоз нач не
відоб ра жен ня, що ге не рує ни жню роз в’я зу валь ну функцію. Остан ня відіграє клю чо ву роль у
фор му лю ванні ре зуль та ту і дає змо гу реалізу ва ти по бу до ву ке ру ван ня на основі те о рем типу 
Філіппо ва–Кас те на. Зап ро по но ва но мо ди фіко ва ну схе му пер шо го пря мо го ме то ду Пон -
трягіна, яка га ран тує успішне за вер шен ня конфліктно-ке ро ва но го про це су в класі ко нтрке ру -
вань. Для порівнян ня га ран то ва них часів вве де но вер хню роз в’я зу валь ну функцію та под а но
відповідну схе му ме то ду. Те о ре тичні ре зуль та ти проілюс тро ва но на мо дель но му при кладі.

Клю чові сло ва: квазілінійна ди фе ренціаль на гра, ба га тоз нач не відоб ра жен ня, вимірний
се лек тор, стро бос копічна стра тегія, розв’язувальна функція.

ВСТУП

Ди намічні ігри або конфліктно-ке ро вані про це си — це розділ ма те ма тич ної
теорії ке ру ван ня, в яко му вив чається ке ру ван ня об’єкта ми в умо вах конф -
лікту або постійно діючих збу рень, сто сов но яких відсутній ста тис тич ний
опис, а відомі лише межі зміни. Теорія ди намічних ігор, поєдну ю чи в собі
риси теорії ке ро ва них про цесів, теорії ігор та оптимізації, має важ ли ве прак -
тич не зна чен ня для при й нят тя рішень щодо склад них си ту ацій конф ліктної
взаємодії ру хо мих об’єктів, у тому числі груп ке ро ва них об’єктів. Ігрові за -
дачі, в яких ди наміка задається сис те мою зви чай них ди фе рен ціаль них
рівнянь, при й ня то на зи ва ти ди фе ренціаль ни ми ігра ми. Пош товх до їхньо го
роз вит ку дали ре альні при кладні за дачі у військовій справі, еко но міці,
техніці, біології, ме ди цині тощо. Та ки ми є, зокрема, задачі пере хоплення
ці лей, уникнення сутичок з супротивником.

Теорія конфліктно-ке ро ва них про цесів має у своєму роз по ряд женні ши ро -
кий спек тор фун да мен таль них ма те ма тич них ме тодів для досліджен ня різних
си ту ацій про тис то ян ня. З пев ною час ткою суб’єктивізму їх мож на поділити на
два типи. Пер ший охоп лює ко нструкції, для яких ха рак тер на спро ба по бу ду ва ти 
опти мальні стра тегії гравців та вста но ви ти не обхідні і дос татні умо ви за вер шен -
ня гри. Це ме то ди ки, що по в’я зані з об ер не ни ми про це ду ра ми Пон трягіна–Пше -
нич но го [1, 2], аль тер на ти ва ми Кра со всько го [3] та іде о логією Айзекса, яка сто -
сується основ но го рівнян ня ди фе ренціаль них ігор — рівнян ня Гамільто -
на–Якобі–Бел лма на–Айзекса [4–6]. Ко жен з цих підходів так чи іна кше
по в’я за ний з ди намічним про гра му ван ням. Інший тип — це ме то ди, що за без пе -
чу ють га ран то ва ний ре зуль тат. У цьо му ви пад ку пи тан ня щодо опти маль ності
не є пер шо ряд ним. Важ ли вою об ста ви ною є до сяг нен ня мети і роз в’я зан ня за -
дачі за за да них умов, що з прак тич ної точ ки зору цілком вип рав да но. Та ки ми є
правило екстремального прицілювання Красовського [7, 8], перший прямий
метод Понтрягіна [1] і метод розв’я зувальних функцій [9].
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Важливим моментом для дослідження динамічних ігор зближення на
основі ви ще заз на че них методів є інформованість її учасників про поточний стан 
процесу, по точ не керування або про всю передісторію керування супротивника, 
відповідно керування в класі позиційних [3], стробоскопіч них [10] та
квазістратегій [3, 11].

Зо се ре ди мось в цій ро боті на двох останніх ме то дах і кла сах стра тегій,
оскільки ре зуль тат по зиційної гри збли жен ня з циліндрич ною терміна льною мно -
жи ною може бути реалізо ва ним з точністю до  ,  0 , де  — як за вгод но мала
ве ли чи на, в класі стро бос копічних стра тегій, якщо для конфліктно-ке ро ва но го
про це су ви ко на но умо ву «сідло вої точ ки в ма ленькій грі» [3].

Пер ший пря мий ме тод Пон трягіна і ме тод роз в’я зу валь них функцій для
квазілінійних сис тем об’єднує спільний при нцип по бу до ви га ран то ва них ке ру -
вань на основі те о рем вимірно го ви бо ру типу Філіппо ва–Кас те на. За без пе чує цей
вибір кла сич на умо ва Пон трягіна, яка за ле жить від ре сурсів ке ру ван ня гравців. 

У пев но му сенсі ме тод роз в’я зу валь них функцій є роз вит ком пер шо го пря -
мо го ме то ду Пон трягіна. Зі схе ми пер шо го з них вип ли ває, що га ран то ва ний час
закінчен ня квазілінійної гри для ме то ду роз в’я зу валь них функцій мен ше або
дорівнює га ран то ва но му часу пер шо го пря мо го ме то ду Пон трягіна. До того ж
пер шо му пря мо му ме то ду відповідає роз в’я зу валь на функція, що при й має зна -
чен ня  . У мо ног рафії [9] вста нов ле но умо ви рівності та стро гої нерівності га -
ран то ва них часів ви ще заз на че них ме тодів, а та кож опи са но струк ту ру ек сре маль -
них се лек торів функціональ ної форми першого прямого методу Понтрягіна.

Ме тод роз в’я зу валь них функцій ви ник внаслідок роз в’я зан ня за дачі гру по во -
го пе ре сліду ван ня [12] для про стих рухів однаковими об лас тя ми ке ру ван ня. Умо -
ва «ото чен ня» [12] за по чат ко ви ми по ло жен ня ми да ва ла не обхідні і дос татні умо -
ви за вер шен ня гру по во го пе ре сліду ван ня за скінчен ний час. У свою чер гу, цей
ре зуль тат був наслідком умо ви уник нен ня зустрічі втікача, що пря молінійно ру -
хав ся, з гру пою пе ре сліду вачів. Зга да ний ре зуль тат дав по штовх роз вит ку ме -
тодів гру по во го пе ре сліду ван ня [9, 13, 14]. У по д аль шо му в руслі зга да них
досліджень роз в’я зу ва лись за дачі з фа зо ви ми об ме жен ня ми як зі ста тич ни ми «ле -
жа ча ми» пе ре сліду ва ча ми [9, 14], ігрові за дачі по чер го во го зближення — задачі
комівояжерного типу [9] , багатократна поїмка [9, 13].

Унаслідок своєї універсальності метод розв'язувальних функцій розповсюджено 
на процеси, що описуються системами різницевих, звичайних диференціальних,
диференціально-різницевих, інтегральних та інтегро-диференціальних рівнянь,
рівнянь з дробовими та частинними похідними, імпульсними системами.

Оскільки кла сич на умо ва Пон трягіна не вра хо вує тілес ну скла до ву ци -
ліндрич ної терміна льної мно жи ни і може не ви ко ну ва тись, то за про по но ва но її
різні мо дифікації [9]. Зок ре ма, одна з них по ля гає у вклю ченні в умо ву тілес ної
час тин терміна льної мно жи ни з пев ним ва го вим коефіцієнтом. Інша умо ва скла -
дається з двох час тин. Вво дить ся спеціаль на мат рич на функція для вирів ню ван ня 
ре сурсів ке ру ван ня гравців, а потім до да ний ре сурс ком пен сується за ра ху нок
терміна льної мно жи ни. Ці мо дифікації ефек тивні для об’єктів з різною
інерційністю. Для ко лив них сис тем умо ва Пон трягіна може ви ко ну ва тись лише
періодич но. У цьо му ви пад ку ефек тив ним за со бом є, зок ре ма, при нцип роз тя гу ван -
ня часу [15]. Інші мо дифікації умо ви Пон трягіна роз гля ну то в ро бо тах [16, 17].

Важ ли ву роль у роз вит ку ме то ду роз в’я зу валь них функцій відігра ють верхні
та нижні роз в’я зу вальні функції, функції зсу ву, які орієнто вані на ви па док, коли
умо ва Пон трягіна не ви ко нується [16–18] і се лек то ра Пон трягіна не існує.

Апарат роз в’я зу валь них функцій, які в при кла дах з еліпсої до подібни ми об лас -
тя ми ке ру ван ня гравців є більши ми по зи тив ни ми ко ре ня ми квадрат них рівнянь,
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над зви чай но зруч ний і ефек тив ний для роз в’я зан ня кон крет них прик ладів, що за -
да ють ся, зок ре ма, уза галь не ним кон троль ним при кла дом Пон трягіна [9, 14]. 

За у ва жи мо, що роз в’я зу вальні функції в за галь но му ви пад ку мо жуть бути
виз на чені че рез об ер нені функціона ли Мінко всько го [9] де я ких ба га тоз нач них
відоб ра жень, що дає до дат кові мож ли вості в дослідженні. Так, зок ре ма, для об -
грун ту ван ня схе ми ме то ду і по бу дови ке ру вань пе ре сліду ва ча виз на чаль ною є 
 -вимірність за мкне ноз нач них відоб ра жень, по в’я за них з конф лікт но -ке ро -

ва ним про це сом [19], а та кож су перпо зиційна вимірність їхніх селекто рів [20, 21].
При ваб ли вою ри сою ме то ду роз в’я зу валь них функцій є той факт, що він

дає по вне об грун ту ван ня кла сич них за конів пе ре хоп лен ня цілей, які ви ко рис то -
ву ють ся проєкту валь ни ка ми ра кет ної та космічної техніки: пра ви ло па ра лель но -
го збли жен ня, пра ви ло по гон ної кри вої Ейле ра, пе ре сліду ван ня за про ме нем,
про порційної навігації [22, 23]. Ме тод дає змо гу ефек тив но ви ко рис то ву ва ти су -
час ну техніку опук ло го аналізу, ба га тоз нач них відоб ра жень та їхніх се лек торів в об -
грун ту ванні ігро вих ко нструкцій і от ри манні на їхній основі змістов них ре зуль татів
для ши ро ко го кола за дач [24–29]. Зок ре ма, це сто сується конфліктно-ке ро ва них
процесів з інтегральними обмеженнями на керування та з термінальним
функціоналом [30, 31].

У цій роботі наведено одну із схем першого прямого методу Понтрягіна для
узагальнених квазілінійних конфліктно-керованих процесів, а також отримано
модифікацію першого прямого методу, яка забезпечує завершення гри в класі
стробоскопічних стратегій, коли умова Понтрягіна не виконана. Для порівняння
гарантованих часів надається одна зі схем методу розв’язувальних функцій.
Результати илюструються на модельному прикладі систем другого порядку зі
спеціальною областю керування переслідувача.

СХЕМА ПЕРШОГО ПРЯМОГО МЕТОДУ ПОНТРЯГІНА 

Розглянемо конфліктно-керований процес, еволюція якого описана рівністю

z t g t t u d
t

( ) ( ) ( , ) ( ( ), ( ))        
0

, t  0 . (1)

Тут z t R n( ) , функція g t( )  , g R R n:   , вимірна за Ле бе гом [26, 28] і об ме -
же на для t  0 , мат рич на функція ( , )t   , t   0 , вимірна за t , а та кож є
су мов ною за  для кож но го t R  . Блок ке ру ван ня задається функцією 
 ( , )u  , : U V R n  , яка вва жається не пе рер вною за су купністю змінних
на пря мо му до бут ку не по рожніх ком пактів U  і V ; m , l, n — натуральні числа.

Керування гравців u( ) , u R U:   , і  ( ) , : R V  , є вимірними
функціями часу. 

Крім процесу (1) задано термінальну множину M * , що має циліндричний
вигляд

M M M*  0 , (2)

де M 0  — лінійний підпростір з R n , а M  — ком пакт з орто го наль но го до пов -
нен ня L до підпрос то ру M 0  у R n .

Цілі пер шо го ( )u  і дру го го ( )  гравців про ти лежні. Пер ший гра вець (пе ре -
сліду вач) на ма гається ви вес ти траєкторію про це су (1) на терміна льну мно жи ну
(2) за на й ко рот ший час, а дру гий гра вець (втікаюч) — мак си маль но відтяг ну ти

мо мент по трап лян ня траєкторії на мно жи ну M *  або вза галі уник ну ти зустрічі.
Станемо на бік першого гравця і вважатимемо, що у разі, коли гра (1), (2)

триває на інтервалі [ , ]0 T  , керування першого гравця в момент t вибиратимемо
на основі інформації про g T( ) і  t ( )  , тобто у вигляді вимірної функції
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u t u g T t( ) ( ( ), ( ))   , t T[ , ]0  , u t U( ) , (3)

де  t s s t( ) { ( ): [ , ]}   0  — передісторія керування другого гравця до моменту 
t , або у вигляді контркерування

u t u g T t( ) ( ( ), ( ))   , t T[ , ]0  , u t U( ) . (4)

Якщо, зокрема, g t e zAt( )  0  , ( , ) ( )t eA t   , z z( )0 0 , а eAt  — матрична

екс понента, то вважають, що керування u t u z t( ) ( , ( )) 0   реалізує квазі страте -
гію [11], а контркерування [7] u t u z t( ) ( , ( )) 0   є проявом стробоскопічної
стратегії Хаєка [10].

Сформулюємо необхідні факти з опуклого [27] аналізу у вигляді леми.

Лема 1. Не хай X R n  — опук лий ком пакт,  ( ) — невід’ємна об ме же на

вимірна чис ло ва функція. Тоді      ( ) ( )
0 0

T T

Xd d X  , T  0 . До того ж якщо 

0X  , f X( ) ( )    і   ( )
0

1
T

d   , то f d X
T

( ) 
0
  , f ( )  — вимірна функція, 

[ , ]0 T  .

Позначимо  оператор ортогонального проєктування з R n  у L . Покладемо 
 ( , )U  { ( , ) :u u U } і розглянемо багатозначні відображення

W t t U( , , ) ( , ) ( , )        , W t W t
V

( , ) ( , , )  






на мно жи нах  V  и   відповідно, де   = {( , ):t t 0      },
 — де я ке по зи тив не чис ло. При пус ти мо, що ба га тоз нач не відоб ра -
жен ня W t( , , )   має за мкнені зна чен ня на мно жині   V .

Умова Понтрягіна. Багатозначне відображення W t( , )   приймає непорож -

ні значення на множині   ,  — деяке позитивне число.
З ура ху ван ням при пу щень про мат рич ну функцію  ( , )t   мож на зро би ти вис -

но вок, що для будь-яко го фіксо ва но го t  0 век тор-функція     ( , ) ( , )t u  буде 
 -вимірною за ( , ) [ , ]   0 t V  і не пе рер вною за u U . Тому на підставі те о -

ре ми про пря мий об раз [26] за будь-яко го фіксо ва но го t  0 ба га тоз нач не відоб ра -
жен ня W t( , , )   є  -вимірним за ( , ) [ , ]   0 t V . Якщо умо ва Пон трягіна
ви ко на на, то на мно жині  існує при наймні один се лек тор  0 ( , )t  відоб ра жен ня 
W t( , ) ,   0 ( , ) ( , )t W t . Та кий се лек тор на зи ва ють се лек то ром Пон трягіна.
Сфор му люємо умо ву Пон трягіна в еквіва лен тно му виг ляді.

Умо ва 1. На мно жині   , де  — де я ке по зи тив не чис ло, існує се лек тор
Пон трягіна  0 ( , )t  , для яко го спра вед ли ве включення 

0 0 


[ ( , , ) ( , )]W t t
V

   

 .

Поз на чи мо       0 0 0
0

( ) ( , ( ), ( , )) ( ) ( , )t t g t t g t t d
t

      і роз гля не мо мно -
жи ну

      0 0 00( ( ), ( , )) { [ , ]: ( ) }g t t M  . 

Якщо співвідношення у фігурних дужках не виконується для жодних 
t [ , ]0  , то покладемо     0 0( ( ), ( , ))g  .

Наведемо одну із схем першого прямого методу Понтрягіна.
Теорема 1. Не хай для конфліктно-ке ро ва но го про це су (1), (2) і де я ко го по зи -

тив но го чис ла  на мно жині   ви ко на но умо ву 1, для де я ко го се лек то ра Пон т -
рягіна  0 ( , )t  мно жи на    0 0( ( ), ( , ))g   не є по рож ньою та     0 0 0( ( ), ( , ))g   .
Тоді гра може бути закінче на в мо мент 0  з ви ко рис тан ням ке ру ван ня виг ля -
ду (4).
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Доведення. Нехай  ( ) — довільний вимірний селектор компакта V , 

 [ , ]0 0  . Опишемо спосіб вибору керування переслідувачем.
Розглянемо для V ,  [ , ]0 0  компактнозначне багатозначне відобра -

ження
U u U u0 0 0 0( , ) { : ( , ) ( , ) ( , ) }             .

З урахуванням властивостей параметрів процесу (1) компактнозначне
відображення U 0 ( , )   є  -вимірним [19] для V  ,  [ , ]0 0  . Тому за
теоремою про вимірний вибір селектора [26] багатозначне відображення 
U 0 ( , )   містить  -вимірний селектор u0 ( , )   , який є суперпозиційно
вимірною функцією [19].

Покладемо керування першого гравця u u0 0( ) ( , ( ))    ,  [ , ]*0 .
З урахуванням формули (1) отримаємо

 z( ) ( )   0 0 ( ( , ) ( ( ), ( )) ( , ))           


 0 0 0
0

0

u d .

За вибором керування і за визначенням моменту 0  останнє спів від -

ношення визначає  z M( ) ( )   0 0  і тому z M( ) * 0 , що завершує

доведення теореми.

МОДИФІКАЦІЯ УМОВИ ПОНТРЯГІНА

Нехай  ( , )t  , :   L , — деяка (майже всюди) обмежена вимірна за t
і сумовна за  , [ , ]0 t  , для кожного t  0 функція, яку називатимемо
функцією зсуву,        {( , ): }t t 0 ,   — деяке позитивне число. 

Позначимо       ( ) ( , ( ), ( , )) ( ) ( , )t t g t t g t t d
t

    
0

 і розглянемо для 

[ , ]0 t  , t  0 , V  багатозначне відображення 

( , , ) { : [ ( , , ) ( , )] [ ( )] }t W t t M t             0  .

Якщо на множині  V виконано умову ( , , )t     , то розглянемо для 
[ , ]0 t  , t  0 , V верхню та нижню скалярні розв’язувальні функції [16]

      * ( , , ) : ( , , )t t sup{ } ,       * ( , , ) : ( , , )}t t inf { .

Відповідно до [19] багатозначне відображення ( , , )t    є замкне но -
значним,  -вимірним за сукупністю ( , )   , [ , ]0 t  , V , а верхня та
нижня розв’язувальні функції  -вимірні за сукупністю ( , )  , [ , ]0 t , 

V , і тому вони суперпозиційовно вимірні [19], тобто    * ( , , ( ))t  і 

   * ( , , ( ))t  вимірні за  , [ , ]0 t  , для будь-якої вимірної функції ( ) ( )  V  , де 
V ( )  — сукупність вимірних функцій  ( ) ,  [ , ]0  , зі значеннями щодо V .
Зазначимо також, що верхня розв’язувальна функція напівнеперервна зверху,

а нижня — напівнеперервна знизу за змінної  і функції inf ( , , )*


  

V
t  та 

sup


  
V

t* ( , , ) вимірні за , [ , ]0 t  .

Лема 2. Для конфліктно-керованого процесу (1), (2) виконується умова 1
тоді і тільки тоді, коли існує функція зсуву  ( , )t  така, що 0 ( , , )t    на
множині   V .

Доведення. Нехай існує функція зсуву  ( , )t  така, що 0 ( , , )t    на

множині   V . Тоді маємо 0 W t t( , , ) ( , )     , ( , )t   , V , тобто
справедлива умова 1.
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Виходячі з міркувань про зворотній порядок, дійдемо потрібного висновку.
Розглянемо множину 

      * ( ( ), ( , )) { [ , ]: ( ) }g t t M 0   . (5)

Якщо включення в фігурних дужках співвідношення (5) не виконується для
жодних t [ , ]0   , то покладемо     * ( ( ), ( , ))g   .

Нехай для певної функції зсуву  ( , )   не виконано умову 1, множина 
   * ( ( ), ( , ))g   не є порожньою і     * * ( ( ), ( , ))g   . Тоді з урахуванням леми 2,
якщо  ( , , )*    не є порожньою,       * * *( , , ) : ( , , )}    inf { 0 , 
 [ , ]*0 , V . 

Умова 1 є ключовою умовою в першому прямому методі Понтрягіна.
Сформулюємо модифіковану умову Понтрягіна.

Умова 2. Для деякого позитивного числа  і певної функції зсуву  ( , ) 
множина    * ( ( ), ( , ))g   не є порожньою,     * * ( ( ), ( , ))g   і на множині 

  V  справедливі співвідношення ( , , )*    , sup


   




 
V

d* *( , , )
*

0

1.

Теорема 2. Нехай для конфліктно-керованого процесу (1), (2), деякого
позитивного числа  і певної функції зсуву  ( , )   множина    * ( ( ), ( , ))g   не є
порожньою,     * * ( ( ), ( , ))g   , виконана умова 2 і множина M  є опуклою. Тоді
гра може бути закінченою в момент *  з використанням керування вигляду (4).

Доведення. Нехай  ( ) — довільний вимірний селектор компакта V  , 

 [ , ]*0  . Зазначимо спосіб вибору керування переслідувачем.
Розглянемо для V ,  [ , ]*0  компактнозначне багатозначне відоб ра -

ження

U u U u* * *( , ) { : ( , ) ( , ) ( , )                 * * *( , , )[ ( )]  M }.

З ура ху ван ням влас ти вос тей па ра метрів про це су (1) і ни жньої роз в’я зу валь ної
функції   * *( , , )  ком пак тноз нач не відоб ра жен ня U * ( , )   є  -ви -
мірним [19] для V ,  [ , ]*0 . Тому за те о ре мою про вимірний вибір се -
лек то ра [26] ба га тоз нач не відоб ра жен ня U ( , )   містить  -вимірний се -
лек тор  u* ,  , який є су перпо зиційно вимірною функцією [19].

Покладемо керування першого гравця  u u* *( ) , ( )     ,  [ , ]*0  .
З урахуванням формули (1) отримаємо

 z( ) ( )* *    ( ( , ) ( ( ), ( )) ( , ))* * *

*

           


 u d
0

. (6)

За вибором керування і за визначенням моменту *  маємо 

0  M ( )*  ,         


* * * *( , , ( )) ( , , )
* *

   






 
0 0

1d d
V

sup  ,

            ( , ) ( ( ), ( )) ( , ) ( , , ( ))[ (* * * * * *      u M )] . 

Тоді з ура ху ван ням леми 1 спра вед ли ве вклю чен ня

[ ( , ) ( ( ), ( )) ( , )] ( )* * * *

*

               


 u d M
0

.

Таким чином, співвідношення (6) визначає 

  z M M( ) ( ) ( )* * *       .

Отже, z M( )*
* 1 , що завершує доведення теореми.
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Наслідок. Нехай для конфліктно-керованого процесу (1), (2), деякого
позитивного числа  і певної функції зсуву  ( , )   множина    * ( ( ), ( , ))g   не
є порожньою,     * * ( ( ), ( , ))g   , виконана умова 2 і множина M  є опуклою.
Тоді має місце нерівність

         M u d 



  








( ) * * **

*

[ ( , ) ( ( ), ( )) ( , )]
0 



 


     * *( , , ( ))
*

0

d ,

де   X f t f t X( ( )) : ( ) }  inf { 0  — функціонал Мінковського, X R n  —

опуклий компакт, 0X , f t( ) — вимірна функція.
Доведення. За вибором керування в довеленні теореми 2 має місце

включення

            ( , ) ( ( ), ( )) ( , ) ( , , ( ))[ (* * * * * *      u M )] .

Тоді з урахуванням леми 1 справедливе включення

[ ( , ) ( ( ), ( )) ( , )] ( , , ( )* * * * *

*

                 


 u d
0

) [ ( )]
*

*
0



  d M   .

Визначення функціоналу Мінковського дає необхідний результат.

МОДИФІКОВАНА СХЕМА МЕТОДУ РОЗВ’ЯЗУВАЛЬНИХ ФУНКЦІЙ

Сформулюємо модифіковану схему методу розв’язувальних функцій.
Умова 3. Для деякого позитивного числа  на множині   V  мають місце 

співвідношення ( , , )t    , sup


   


 
V

t

t d* ( , , )
0

1 та справедливе включення

0   


{[ ( , , ) ( , )] ( , , )[ ( )]}*W t t t M t
VV

       


sup .

Якщо для певної функції зсуву  ( , )t  на множині   виконана умова 1, то
за аналогією з лемою 2 ви ко нано умову 3 і sup


  




V
t* ( , , ) 0 . 

Розглянемо множину

T g t t t d
V

t

( ( ), ( , )) : inf ( , , )*    


     









 0 1
0




.

Якщо для деякого  t 0 маємо   * ( , , )t   за [ , ]0 t  , V  , то

значення відповідного інтеграла в фігурних дужках природно вважатимемо  і 
t T g t  ( ( ), ( , ))  . У випадку, коли нерівність не справджується для всіх
 t 0 , покладемо T g t( ( ), ( , ))    .

Те о ре ма 3. Не хай для конфліктно-ке ро ва но го про це су (1), (2) і де я ко го по -
зи тив но го чис ла  на мно жині   ви ко на но умо ву 3, мно жи на M  є опук лою,
для де я кої функції зсу ву  ( , )t  мно жи на T g( ( ), ( , ))    не є по рож ньою і 
T T g   ( ( ), ( , )) . Тоді якщо  ( )T M  ,  то  гра може  бути закінче на  в мо мент  T
з ви ко рис тан ням  ке ру ван ня  виг ля ду (3). Коли ( )T M  , то T g( ( ), ( , ))     
    * ( ( ), ( , ))g   і гра може  бути закінче на  в мо мент  T   з вико ристанням
керування  вигляду (4).

Доведення теореми відповідно до [16]. Отже, якщо гра може бути закінчена 
за модифікованою схемою методу розв’язувальних функцій в класі стро -
боскопічних стратегій, то вона може бути закінчена в класі стробоскопічних
стратегій згідно зі схемою прямого методу (теорема 2).
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МОДЕЛЬНИЙ ПРИКЛАД

Нехай у просторі R n2 , n  2 , об’єкти записано рівняннями

 ,
 .
z z
z u
1 2

2


  

(7)

Тут a  0 , z z
z

R n 

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

1

2

2  , U
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u S Rr
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




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



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



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 







0

0
1 2


: , 

S Rr
n   — кільце з цен тром в нулі, зовнішнім радіусом  і внутрішнім

радіусом r ,    1 0r  . Терміна льна мно жи на M z z* : || || { }1   , при чо му 

M z z0 1 0 { }: , M z z z  { }: || || ,1 2 0 . Тоді L z z R n  { } { }: ,2 0 0 . Опе ра тор 

орто го наль но го проєкту ван ня :R Ln2   задається мат ри цею  : E 0
0 0







 , де

0 — нуль о ва мат ри ця по ряд ку n . Опе ра тор  виділяє із век то ра z його пер шу
ком по нен ту, z z 1 . Мат ри ця A і фун да мен таль на мат ри ця од норідної сис те ми (7) 

eAt  ма ють виг ляд A E 







0
0 0

 , e E tEAt  

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

0 0
 . Оскільки u Sr  і S0
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ме мо  e U tSAt
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1 і W t e U e V t S SAt At
r( ) * [ * ]   

0
1  , де сим -

вол * виз на чає ге о мет рич ну різни цю Мінко всько го [1]. Якщо r  0 , то умо ва

Пон трягіна не ви ко нується, оскільки S Sr
 * 0

1 .

Визначимо функцію зсуву  ( , )t  0 і покладемо ( )t z tz 1 2 ,   || ( ) ||t  .
Тоді багатозначне відображення ( , , )t    має вигляд:
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( , , )t    . (8)

Для S0
1 нижня розв’язувальна функція визначається зі співвідношення 
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     . Отже, час ( )z  — це на й мен ший по зи -

тив ний корінь рівнян ня 
  || ( ) ||t

r
t 2  . Це рівнян ня за будь-яко го z має скінчен ний

по зи тив ний корінь, оскільки для t  0 ліва час ти на рівнян ня більша за пра ву, а для 

t   ліва час ти на лінійно зрос тає, а пра ва — зрос тає квад ра тич но. Зок ре ма, для 

z z0
1
0 0 ( , ) маємо ( )

|| ||
z

z

r
0 1

0




 .

Обчис ли мо для початкового положення z z z0
1
0

2
0 ( , ) множину 

     * ( ) { [ , ( )]: || ||}z t z z tz0 0
1
0

2
00    . (9)

Отже, коли r  0 , то умо ва Пон трягіна не ви ко нується, оскільки 

W t e U e V t S SAt At
r( ) * ( )[ * ]     

0
1 . Але якщо па ра мет ри гри за до воль ня ють

співвідно шен ня (9), то з ура ху ван ням вклю чен ня (8) ви ко ну ють ся умо ви те о ре ми 2.

ВИСНОВКИ

Досліджено проблему зближення керованих об’єктів у ігрових задачах динаміки. 
Отримано достатні умови завершення гри за скінченний гаран тований час
у випадку, коли не виконується класична умова Понтрягіна. Замість селектора
Понтрягіна, якого не існує, розглядається деяка функція зсуву. За її допомогою
уведено спеціальне багатозначне відображення, яке генерує нижню розв’язу -
вальну функцію. Остання відіграє вирішальну роль у формулюванні результату
і дає змогу реалізувати побудову керування на основі теорем типу
Філіппова–Кастенга. За про поновано модифіковану схему першого прямого методу 
Понтрягіна, яка за безпе чує успішне завершення конфліктно-керованого процесу
в класі контркерувань. Для порівняння гарантованих часів уведено верхню
розв’язувальну функцію та подано відпо відну схему методу. Теоретичні резуль -
тати проілюстровано на модель ному прикладі.
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A.A Chikrii, I.S. Rappoport
DI RECT METHOD FOR SOLV ING GAME PROB LEMS 
OF AP PROACH OF CON TROLLED OB JECTS

Abstract. The issue of approaching controlled objects in game problems of dynamics is analyzed.
The sufficient conditions for the game termination in a finite guaranteed time are obtained in the
case where the classical Pontryagin condition is not satisfied. Instead of the Pontryagin selection,
which does not exist, some shift function is considered. With its help, special set-valued mapping
is introduced, which generates a lower resolving function. The latter plays a decisive role in the
formulation of the result and allows realizing a control construction based on theorems of the
Filippov-Castaing kind. A modified scheme of Pontryagin’s first direct method is proposed, which
ensures the successful completion of the conflict-controlled process in the class of counter-controls. 
To compare the guaranteed times, the upper resolving function is introduced and the corresponding 
scheme of the method is presented. The theoretical results are illustrated with a model example.

Keywords: quasilinear differential game, multi-valued mapping, measurable selector,
stroboscopic strategy, resolving function.
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