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ÒÅÕÍÎËÎÃ²ß PÀRCS: ÊÎÍÖÅÏÖ²ß, ÐÅÀË²ÇÀÖ²¯, ÂÏÐÎÂÀÄÆÅÍÍß

Àíîòàö³ÿ. Íàâåäåíî îãëÿä ðîçðîáëåíü çà òåõíîëîã³ºþ PARCS (Parallel Asynchronous
Recursive Control Space). Ðîçãëÿíóòî êîíöåïö³þ êåðóâàëüíîãî ïðîñòîðó — ìîäåëüíîãî
àïàðàòó, íà îñíîâ³ ÿêîãî îïèñóºòüñÿ ëîã³÷íà ñòðóêòóðà äîñë³äæóâàíî¿ çàäà÷³ (ñèñòåìè)
³ â³äîáðàæàþòüñÿ äèíàì³÷í³ çì³íè â í³é. Çàïðîïîíîâàíî PARCS-ìîäåëü, çàñòîñóâàííÿ ÿêî¿
íàäàº ìîæëèâ³ñòü ãíó÷êî¿ òà óí³ô³êîâàíî¿ àäàïòàö³¿ äî òåõíîëîã³é ïðîãðàìóâàííÿ. Ðîçãëÿ-
íóòî PARCS-ðîçøèðåííÿ ìîâ ïðîãðàìóâàííÿ: PASCAL, C, FORTRAN, MODULA2, Java,
CUDA, OpenCL, PYTHON, .NET, GO/PYTHON.

Êëþ÷îâ³ ñëîâà: êåðóâàëüíèé ïðîñò³ð, VPS, PARCS, ðîçïîä³ëåí³ ñèñòåìè, ïàðàëåëüíå ïðî-
ãðàìóâàííÿ, õìàðí³ îá÷èñëåííÿ.

ÂÑÒÓÏ

Îñíîâîþ ïàðàäèãìè ïîñë³äîâíîãî ïðîãðàìóâàííÿ º çíà÷íà ìíîæèíà àáñòðàêò-
íèõ àëãîðèòì³÷íèõ ìîäåëåé, íàïðèêëàä ìàøèíà Òþð³íãà, àïàðàò ÷àñòêîâî-ðå-
êóðñèâíèõ ôóíêö³é òîùî. Äëÿ ïàðàëåëüíîãî ïðîãðàìóâàííÿ ïðèäàòí³ñòü àëãî-
ðèòì³÷íèõ ìîäåëåé çíà÷íîþ ì³ðîþ çàëåæèòü â³ä òîãî, íà ÿê³é ïëàòôîðì³ áó-
äóòü ôóíêö³îíóâàòè àëãîðèòìè. Íàïðèêëàä, îäèí ³ òîé ñàìèé àëãîðèòì ìîæå
ìàòè àáñîëþòíî ð³çíó åôåêòèâí³ñòü ï³ä ÷àñ ðîáîòè íà ñèñòåìàõ òèïó SIMD,
MISD ÷è MIMD (Flynn’s taxonomy).

Ïàðàëåëüíà àñèíõðîííà ðåêóðñèâíà êåðóâàëüíà ñèñòåìà (PARCS-ìîäåëü)
º, îáðàçíî êàæó÷è, ñï³ëüíèì çíàìåííèêîì äëÿ ãðóïè PARCS-òåõíîëîã³é òà
PARCS-ñèñòåì. Ðîçðîáëåííÿ PARCS-ìîäåë³ çä³éñíþºòüñÿ íà äâîõ âçàºìíî ïîâ’ÿ-
çàíèõ ð³âíÿõ: ëîã³÷íîìó òà ïðîãðàìíîìó. Íà ëîã³÷íîìó ð³âí³ PARCS-ìîäåë³ îïè-
ñóºòüñÿ ðîçïîä³ë ðåñóðñ³â òà âñ³ ìîæëèâ³ ñõåìè êîìóòàö³¿ òà ïåðåêîìóòàö³¿
çâ’ÿçê³â (ç óðàõóâàííÿì ðåêóðñèâíîãî ðîçãîðòàííÿ àëãîðèòìó). Öå ð³âåíü êåðó-
âàëüíîãî ïðîñòîðó (ÊÏ àáî CS), ñòðóêòóðà ÿêîãî ìîæå ç ÷àñîì äèíàì³÷íî çì³íþ-
âàòèñü. Íà ïðîãðàìíîìó ð³âí³ îïèñóºòüñÿ êåðóâàííÿ, äàí³ òà ïðàâèëà âçàºìîä³¿
ì³æ äàíèìè òà êåðóâàííÿì ç óðàõóâàííÿì â³äïîâ³äíî¿ ëîã³÷íî¿ ñòðóêòóðè, òîáòî
çä³éñíþºòüñÿ «íàïîâíåííÿ» ëîã³÷íî¿ ñòðóêòóðè. Òàê³ ä³¿ º óçàãàëüíåííÿì ³äåé
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äèñêðåòíîãî ïåðåòâîðþâà÷à òà ðåêóðñèâíîãî ïåðåòâîðþâà÷à ³íôîðìàö³¿, ÿê³ áóëè
çàïðîïîíîâàí³ Â.Ì. Ãëóøêîâèì òà éîãî ó÷íÿìè ³ ïîñë³äîâíèêàìè â [1–11]. Îñîáëè-
âî ñë³ä âèîêðåìèòè ïðàöþ [5], â ÿêèé âïåðøå áóëî îïèñàíî PARCS-òåõíîëîã³þ.

1. ÊÎÍÖÅÏÖ²ß ÊÅÐÓÂÀËÜÍÎÃÎ ÏÐÎÑÒÎÐÓ

Êåðóâàëüíèé ïðîñò³ð — öå àïàðàò, íà îñíîâ³ ÿêîãî îïèñóþòüñÿ ëîã³÷í³ ñòðóê-
òóðè äîñë³äæóâàíî¿ çàäà÷³ (ñèñòåìè) ³ â³äîáðàæàþòüñÿ äèíàì³÷í³ çì³íè â í³é.
Ñòðóêòóðà ÊÏ ñêëàäàºòüñÿ ç òî÷îê ³ êàíàë³â, ÿê³ ç’ºäíóþòü òî÷êè, òà ìàº
³ºðàðõ³÷íó áóäîâó (ó êîæí³é òî÷ö³ íà íàñòóïíîìó ð³âí³ ³ºðàðõ³÷íîãî ðîçãîðòàí-
íÿ ìîæå áóòè íîâèé ÊÏ (ðåêóðñ³ÿ çà ñòðóêòóðîþ ÊÏ). Òî÷êè ³ êàíàëè ìîäåëþ-
þòü ëîã³÷í³ ïðîöåñîðè (ðåñóðñè) òà ëîã³÷í³ êàíàëè îáì³íó ³íôîðìàö³ºþ. Ïîáó-
äîâó òà ìîäèô³êàö³þ ÊÏ çä³éñíþþòü (ÿâíî ÷è íåÿâíî) àëãîðèòì³÷í³ ìîäóë³
(ÀÌ), ÿê³ ì³ñòÿòüñÿ â òî÷êàõ ÊÏ.

Ðîçãëÿíåìî, ÿê çàäàºòüñÿ PARCS-ìîäåëü:
� âèîêðåìëþºòüñÿ äåÿêèé íàá³ð áàçîâèõ àëãîðèòì³÷íèõ ïåðåòâîðþâà÷³â

³íôîðìàö³¿ (òî÷í³øå, ðåêóðñèâíèõ ïåðåòâîðþâà÷³â), òîáòî ÀÌ;
� ôîðìóºòüñÿ ïî÷àòêîâà ñòðóêòóðà ÊÏ, çä³éñíþºòüñÿ éîãî «íàïîâíåííÿ» ÀÌ;
� ó ïðîöåñ³ ôóíêö³îíóâàííÿ ÀÌ â ìîäåë³ äîïóñêàºòüñÿ çì³íà ÊÏ (ìîæëèâî, ðå-

êóðñèâíà), ñòâîðåííÿ íîâèõ àêòèâíèõ êîï³é ÀÌ, «ìóòàö³éí³» çì³íè íîâèõ êîï³é ÀÌ,
ÿê³ ñïðè÷èíåí³ ñèòóàö³éíîþ îáñòàâîþ, òîáòî çàãàëîì ñòðóêòóðà ÊÏ º äèíàì³÷íîþ;

� ï³ä ÷àñ âèêîíàííÿ ÀÌ â³äáóâàºòüñÿ ¿õíÿ âçàºìîä³ÿ ïî êàíàëàõ ÊÏ, ïðè÷î-
ìó ïåðåäàâàòèñÿ ÷è ïðèéìàòèñÿ ìîæóòü ÿê äàí³, òàê ³ êåðóâàííÿ (âèêîðèñòàííÿ
òà óçàãàëüíåííÿ ³äåé äèñêðåòíîãî ³ ðåêóðñèâíîãî ïåðåòâîðþâà÷³â ³íôîðìàö³¿).

Íà îñíîâ³ PARCS-ìîäåë³ — áàçîâî¿ ìîâè ïðîãðàìóâàííÿ òà ñåðåäîâèùà
ðåàë³çàö³¿, ôîðìóºòüñÿ â³äïîâ³äíà PARCS-òåõíîëîã³ÿ. Íà öüîìó åòàï³ óòî÷íþ-
þòüñÿ òàê³ àñïåêòè: ÿê ïåðåäàºòüñÿ êåðóâàííÿ, ÿê áóäå ðåàë³çîâàíî ÊÏ (òî÷êè òà
êàíàëè) — ò³ëüêè çàñîáàìè áàçîâî¿ ìîâè ÷è ³ç çàñòîñóâàííÿì á³ëüø íèçü-
êîð³âíåâèõ çàñîá³â òîùî.

Çíà÷íî âïëèíóëè íà ðîçðîáëåííÿ PARCS-êîíöåïö³¿ ðîáîòè êëàñèê³â ïàðà-
ëåëüíèõ îá÷èñëåíü [12–14]. Ïî ñóò³ PARCS-êîíöåïö³ÿ º óçàãàëüíåííÿì, îòðèìà-
íèõ íèìè ðåçóëüòàò³â. Ó òåîðåòè÷íîìó ïëàí³ PARCS-êîíöåïö³ÿ áàçóºòüñÿ íà
òåîð³¿ äèñêðåòíèõ òà ðåêóðñèâíèõ ïåðåòâîðþâà÷³â ³íôîðìàö³¿: êîæåí ÀÌ º ïà-
ðîþ ðåêóðñèâíèõ ïåðåòâîðþâà÷³â, ÿê³ âçàºìîä³þòü: îäèí ç íèõ â³ä³ãðàº ðîëü
ïàì’ÿò³, à ³íøèé — êåðóâàííÿ. Êð³ì òîãî, ÊÏ òåæ îïèñóºòüñÿ ÿê ðåêóðñèâíèé
ïåðåòâîðþâà÷: ñòðóêòóðà ÊÏ — öå êåðóâàííÿ, à íàïîâíåííÿ òî÷îê ÊÏ òèìè ÷è
³íøèìè ÀÌ — ïàì’ÿòü [8].

Îñòàíí³é åòàï — öå âëàñíå ðåàë³çàö³ÿ PARCS-ñèñòåìè. Íà öüîìó åòàï³ âàæ-
ëèâèìè º ô³êñàö³ÿ áàçîâî¿ ìîâè, à òàêîæ äîïîâíþâàëüíèõ çàñîá³â, ÿê³ ìîæóòü
áóòè ðåàçîâàí³ ÿê íà îñíîâ³ ìîæëèâîñòåé áàçîâî¿ ìîâè, òàê ³ íà äîïîâíåí³ á³ëüø
íèçüêîð³âíåâèìè çàñîáàìè.

2. ÏÅÐØ² ÐÅÀË²ÇÀÖ²¯ PARCS-ÑÈÑÒÅÌ

Óïåðøå PARCS-ñèñòåìè, à ñàìå PARCS-PASCAL, PARCS-C, PARCS-FORTRAN
[9–11], áóëè ðåàë³çîâàí³ â ñåðåäîâèù³ ìóëüòèêîðèñòóâàöüêî¿ ÎÑ RSX-11M
(íà êîìï’þòåð³ ÑÌ-4). Òóò çä³éñíþâàëîñü ìîäåëþâàííÿ ìóëüòèïðîöåñîðíî¿ ðî-
áîòè ó âèãëÿä³ îêðåìèõ çàäà÷ äëÿ êîæíîãî ïðîöåñó (îêðåìà çàäà÷à îáñëóãîâóâà-
ëà ðîáîòó ÊÏ). Ïåðøîþ áóëî ðåàë³çîâàíî PARCS-PASCAL [9], äå ïàðàëåë³çì
ï³äòðèìóâàâñÿ çà ðàõóíîê áàçîâî¿ îïåðàö³éíî¿ ñèñòåìè. Ìîâó PASCAL áóëî ðîç-
øèðåíî íèçêîþ îïåðàòîð³â ôîðìóâàííÿ ÊÏ, ïðèïèñóâàííÿì ÀÌ ó òî÷êó ÊÏ òà
ïåðåäà÷åþ ³ ïðèéîìîì ïîâ³äîìëåíü. Äëÿ ðåêóðñèâíîãî ðîçãîðòàííÿ íîâîãî

ISSN 1019-5262. Ê³áåðíåòèêà òà ñèñòåìíèé àíàë³ç, 2023, òîì 59, ¹ 5 167



ï³äïîðÿäêîâàíîãî ÊÏ âèêëèêàëàñü â³äïîâ³äíà ïðîöåäóðà. Ïåðåäà÷à ïîâ³äîìëåíü
âèêîíóâàëàñü ÷åðåç ñïåö³àëüíèé ì³æçàäà÷íèé áóôåð. Ïîäàëüø³ ðåàë³çàö³¿
PARCS-C òà PARCS-FORTRAN ïåðåâàæíî ïîâòîðþâàëè ïî÷àòêîâó ñõåìó
ðåàë³çàö³¿, àëå çàì³ñòü ðîçøèðåííÿ áàçîâî¿ ìîâè íîâèìè îïåðàòîðàìè âèêîðèñòî-
âóâàëèñü ñïåö³àëüí³ ïðîöåäóðè, ùî ïðèøâèäøóâàëî ÷àñ ðîçðîáëåííÿ. Ï³çí³øå
âæå íà îñíîâ³ MS-DOS (ÏÊ) áóëî ðåàë³çîâàíî PARKS-MODULA2, òóò ðîçïàðà-
ëåëþâàííÿ çä³éñíþâàëîñü çàñîáàìè ìîâè MODULA2.

Ðåàëüíî ìóëüòèïðîöåñîðíó êîíô³ãóðàö³þ áóëî âèêîðèñòàíî äëÿ ðåàë³çàö³¿
PARCS-C íà ÏÊ ç òðàíñï’þòåðíîþ ïëàòîþ [15]. Ïëàíóâàëüíèê ðîçïîä³ëÿâ âèêî-
íàííÿ ÀÌ ïî òðàíñï’þòåðàõ. Ô³çè÷íà êîìóòàö³ÿ òðàíñï’þòåð³â ì³æ ñîáîþ íà-
ëàøòîâóâàëàñü ïåðåä ïî÷àòêîì ðîáîòè. Çðîçóì³ëî, ùî íàéá³ëüøî¿ åôåêòèâíîñò³
îá÷èñëåíü âäàâàëîñÿ äîñÿãòè, êîëè ñòðóêòóðà êîìóòàö³¿ òðàíñï’þòåð³â áóëà
áëèçüêîþ äî ñòðóêòóðè ÊÏ.

3. Â²ÐÒÓÀËÜÍÈÉ ÏÀÐÀËÅËÜÍÈÉ ÏÐÎÑÒ²Ð

Ïîäàëüøå ðîçâèíåííÿ òåõíîëîã³é ïðîãðàìóâàííÿ ³ ¿õíº ñòð³ìêå çàñòîñóâàííÿ
ó íàéð³çíîìàí³òí³øèõ ïðåäìåòíèõ ãàëóçÿõ ñïðè÷èíèëî çðîñòàííÿ óâàãè äî ñèñ-
òåì ç ïîòóæíèìè îá÷èñëþâàëüíèìè ìîæëèâîñòÿìè. Ç’ÿâèëîñÿ ÷èìàëî ïðàêòè÷íî
âàæëèâèõ çàäà÷ ç âèñîêèìè âèìîãàìè äî ÷àñó òà ïàì’ÿò³. Îäíèì ³ç ðîçâ’ÿçàíü
ö³º¿ ïðîáëåìè º ³äåÿ â³ðòóàëüíîãî ïàðàëåëüíîãî ïðîñòîðó (virtual parallel space
(VPS)) [16]. Äî ñêëàäó VPS ìîæóòü âõîäèòè ÿê ïîòóæí³ ìóëüòèïðîöåñîðí³ êîì-
ïëåêñè, òàê ³ ìàëîïîòóæí³ òåðì³íàëè. Ö³ VPS ìîæíà ðîçãëÿäàòè ÿê ñïåö³àëüíèé
âèïàäîê òåõíîëîã³¿ cloud computing, ÿêà îïèñàíà çàñîáàìè PARCS-òåõíîëîã³¿.

Ðåàë³çóþòüñÿ VPS íà îñíîâ³ ëîêàëüíî¿ ÷è ãëîáàëüíî¿ êîìï’þòåðíî¿ ìåðåæ³,
ïðè öüîìó êîðèñòóâà÷³ ìàëîïîòóæíèõ òåðì³íàë³â ìàþòü çìîãó âèêîðèñòîâóâàòè
ðåñóðñè ìóëüòèïðîöåñîðíèõ êîìïëåêñ³â. Êð³ì òîãî, äåÿê³ çàäà÷³ ìîæóòü áóòè
ðîçáèò³ íà ï³äçàäà÷³ äëÿ îá÷èñëåííÿ íà ð³çíèõ âóçëàõ êîìï’þòåðíî¿ ìåðåæ³.
Â îáîõ âèïàäêàõ ïðîãðàìíå çàáåçïå÷åííÿ VPS ï³äòðèìóº ïðîöåñè âçàºìîä³¿
ð³çíèõ âóçë³â ìåðåæ³ îáì³íîì ïîâ³äîìëåíü ïî ìåðåæ³.

4. ÐÎÇÐÎÁËÅÍÍß PARCS-ÑÈÑÒÅÌ ÍÀ ÎÑÍÎÂ² ÊÎÌÏ’ÞÒÅÐÍÈÕ ÌÅÐÅÆ

4.1. Ñèñòåìà PÀRÑS-Java [17–22]. Öÿ ñèñòåìà ðåàë³çóºòüñÿ íà îñíîâ³ ëî-
êàëüíî¿ ÷è ãëîáàëüíî¿ êîìï’þòåðíî¿ ìåðåæ³ ³ ôàêòè÷íî º îêðåìèì âèïàäêîì
VPS. Çàñòîñóâàííÿ ìîâè ïðîãðàìóâàííÿ Java íàäàº ìîæëèâ³ñòü ïåðåíîñèòè
ïðîãðàìè ì³æ ð³çíèìè àïàðàòíèìè ïëàòôîðìàìè, íà ÿêèõ âñòàíîâëåíî Java
â³ðòóàëüíó ìàøèíó (JavaVM).

Ïîçèòèâíèìè ÿêîñòÿìè ìîâè ïðîãðàìóâàííÿ Java [17, 18], ÿê³ âïëèíóëè íà
âèá³ð ¿¿ ÿê áàçîâî¿ äëÿ ïðîºêòóâàííÿ ñèñòåìè ïàðàëåëüíèõ îá÷èñëåíü, º òàê³:

� ïðîñòîòà îá’ºêòíî¿ ìîäåë³, çàâäÿêè ÷îìó ëåãêî ïðîâîäèòè çì³íè â êîäi
ïðîãðàìè, äîïîâíþâàòè ¿¿ òà äîêóìåíòóâàòè;

� äåòåðì³íîâàí³ñòü êîäó — âëàñòèâ³ñòü ìîâè, ùî çàïîá³ãàº ïîÿâ³ ïîìèëîê
ïðîãðàì³ñòà, íàïðèêëàä ÷åðåç òàê³ íåñàíêö³îíîâàí³ ä³¿, ÿê ð³çí³ âèêëèêè;

� â³äïîâ³äí³ñòü ñèñòåìè ïðîãðàìóâàííÿ Java ñó÷àñíèì âèìîãàì, à ñàìå
ï³äòðèìêà çàñîá³â ìåðåæåâîãî ïðîãðàìóâàííÿ (ñîêåò³â), ïîòîêîâèé ââ³ä/âèâ³ä,
ãðàô³÷íèé ³íòåðôåéñ êîðèñòóâà÷à, ñèñòåìè çàáåçïå÷åííÿ ïåðåñèëàííÿ äàíèõ ïî
êîìï’þòåðí³é ìåðåæ³, òåõíîëîã³¿, ùî äàþòü çìîãó óí³ô³êóâàòè êë³ºíò-ñåðâåðíèé
³íòåðôåéñ (RMI) òîùî.

Íåäîë³êîì ìîâè Java º íåäîñòàòíÿ øâèäê³ñòü ðîáîòè JavaVM.
Ó ñåðåäîâèù³ PÀRÑS-Java ïàðàëåëüí³ ïðîãðàìè ðåàë³çóþòüñÿ íà ìåðåæ³,

ùî ñêëàäàºòüñÿ ç JavaVM. Öå äàº çìîãó âèêîðèñòîâóâàòè ïàðàëåëüí³ ïðîãðàìè
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íà äîâ³ëüíèõ ïàðàëåëüíèõ ñèñòåìàõ ÿê îäíîð³äíèõ, òàê ³ íåîäíîð³äíèõ, à òàêîæ
íà ñèñòåìàõ, ùî ìîæóòü ñêëàäàòèñÿ ç â³ëüíèõ ðåñóðñ³â ²íòåðíåòó, äëÿ ÿêèõ
ºäèíîþ óìîâîþ º íàÿâí³ñòü JavaVM.

Àðõ³òåêòóðà ñèñòåìè PÀRÑS-Java (ðèñ. 1) ñêëàäàºòüñÿ ç òàêèõ ÷àñòèí
[17–20]:

� Parcs — îñíîâíà á³áë³îòåêà êëàñ³â ñèñòåìè, ÿêà ì³ñòèòü âñ³ îñíîâí³ êëàñè,
ùî âèêîðèñòîâóþòüñÿ äëÿ ìîäåëþâàííÿ ïàðàëåëüíèõ îá÷èñëåíü;

� Daemon (êë³ºíò) — ïðîãðàìà, ÿêà âñòàíîâëåíà íà êîìï’þòåð³ â ìåðåæ³ ÷è
ó õìàð³ ³ çà äîïîìîãîþ ÿêî¿ ïðîâîäÿòüñÿ îá÷èñëåííÿ;

� HostServer — ñåðâåð, â ÿêîìó ì³ñòÿòüñÿ ñïèñîê äîñòóïíèõ êë³ºíò³â, à òà-
êîæ ³íôîðìàö³ÿ ïðî ïîòî÷í³ çàäà÷³ òà òî÷êè. Ï³ä ÷àñ çàïóñêó ìîäóëü ïî÷èíàº
ðîçäàâàòè çàâäàííÿ êë³ºíòàì ó çàëåæíîñò³ â³ä ê³ëüêîñò³ ÿäåð ïðîöåñîð³â (ïîòóæ-
íîñò³) òà ¿õíüî¿ çàâàíòàæåíîñò³;

� ÀÌ — îêðåìèé ïðîºêò (ó âèãëÿä³ àëãîðèòì³÷íîãî ìîäóëÿ), ÿêèé îïèñóº
àëãîðèòì çàäà÷³, ùî îá÷èñëþºòüñÿ, òà âèêîðèñòîâóº á³áë³îòåêó Parcs.

Íà âñ³õ ìàøèíàõ, ùî ïðèçíà÷åí³ äëÿ îá÷èñëåíü, çàïóñêàºòüñÿ ïðîãðàìà
Daemon, à ïî÷àòêîâèé ÀÌ òà HostServer ìîæóòü çàïóñêàòèñÿ àáî íà òèõ ñàìèõ,
àáî íà ³íøèõ ìàøèíàõ. Â îêðåìîìó âèïàäêó íàâ³òü âñ³ òðè åëåìåíòè ñèñòåìè
ìîæóòü áóòè çàïóùåí³ â îäíîìó ì³ñö³.

Ó ñòâîðåí³é ðåàë³çàö³¿ çâ’ÿçîê ì³æ êë³ºíòîì ³ ñåðâåðîì â³äáóâàºòüñÿ ó òàê³é
ïîñë³äîâíîñò³:

� ï³ä ÷àñ çàïóñêó ìîäóëÿ ñåðâåð ïåðåâ³ðÿº âñ³ êîìï’þòåðè, çàçíà÷åí³
ó ôàéë³ hosts.txt;

� ñåðâåð ðîçïîä³ëÿº òî÷êè, ùî ñòâîðþþòüñÿ â àëãîðèòì³÷íîìó ìîäóë³, ïî
êîìï’þòåðàõ, íà ÿêèõ âèêîíóºòüñÿ ïðîãðàìà Daemon;

� íà êîìï’þòåð³, äå ñòâîðåíà íîâà òî÷êà, ïî÷àòêîâèé ÀÌ ïåðåäàº jar-ôàéë
(äëÿ PÀRÑS-Java), â ÿêîìó ì³ñòèòüñÿ âñÿ ³íôîðìàö³ÿ äëÿ âèêîíàííÿ ïîòî÷íî¿ çà-
äà÷³, ³ çàïóñêàºòüñÿ ïðîöåñ îá÷èñëåííÿ;

� ï³ñëÿ çàâåðøåííÿ îá÷èñëåíü íà âñ³õ ìàøèíàõ Daemon â³äñèëàº ðåçóëüòàò íàçàä
äî ïî÷àòêîâîãî ÀÌ, ÿêèé îáðîáëÿº âñ³ ðåçóëüòàòè ³ âèâîäèòü çàãàëüíèé ðåçóëüòàò.
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Äëÿ ðåàë³çàö³¿ ñèñòåìè PÀRÑS-Java ó Cloud íåîáõ³äíî áóëî äîäàòè ï³äñèñòåìó
àâòîìàòè÷íîãî ðîçãîðòàííÿ [20, 22]. Äëÿ öüîãî áóëî çàïðîïîíîâàíî Docker-òåõíî-
ëîã³þ [21, 23] — òåõíîëîã³þ êîíòåéíåðèçàö³¿, ÿêà äàº çìîãó ðîçðîáëÿòè, ðîçãîðòàòè
³ çàïóñêàòè ïðîãðàìè â òàê çâàíèõ êîíòåéíåðàõ, à òàêîæ º îäíî÷àñíî é ³íñòðóìåí-
òîì ðîçðîáíèêà, ³ ñåðåäîâèùåì âèêîíàííÿ. Êëþ÷îâèì êîìïîíåíòîì Docker º
ðåºñòðè — ñõîâèùà îáðàç³â. Ðåºñòð äàº çìîãó çàâàíòàæèòè îáðàçè. Ðåºñòðè ìîæóòü
áóòè ïóáë³÷íèìè (íàïðèêëàä, Docker Hub) ³ ïðèâàòíèìè.

Ó ïðîºêò³ PÀRÑS áóëî ñòâîðåíî ³ âèêëàäåíî â ðåºñòð Docker Hub òàê³ îáðàçè:
� Parcs.HostServer (../parcshostserver) äëÿ ïðîãðàìè HostServer;
� Parcs.Daemon (../parcsdaemon) äëÿ ïðîãðàìè Daemon;
� Parcs.Web (../parcsweb) äëÿ âåáçàñòîñóíêó äëÿ ìîí³òîðèíãó ðîáîòè ñèñòå-

ìè òà ³í.
Äëÿ á³ëüøîñò³ ç ñó÷àñíèõ ðåàë³çàö³é PÀRÑS áóëî ñòâîðåíî â³äïîâ³äí³ îáðà-

çè äëÿ ðîçãîðòàííÿ ñèñòåì PÀRÑS-Java [19, 24], PARCS-Python [24],
PÀRÑS.NET [24] òà PÀRÑS-Go/PÀRÑS-Python [24] äëÿ ëîêàëüíî¿ ìåðåæ³ òà
ó õìàðàõ.

4.2. Ñèñòåìà PÀRÑS-CUDA. Âëàñíå CUDA (Compute Unified Device
Architecture) [25–27] — òåõíîëîã³ÿ GPGPU, ùî äàº çìîãó ïðîãðàì³ñòàì ðåàë³çî-
âóâàòè àëãîðèòìè, ÿê³ âèêîíóâàòèìóòüñÿ íà ãðàô³÷íèõ ïðîöåñîðàõ êîìïàí³¿
NVIDIA. Çàâäÿêè áàãàòîÿäåðí³é îá÷èñëþâàëüí³é ïîòóæíîñò³ ãðàô³÷íèõ ïðîöå-
ñîð³â ðîçðîáíèêè ìîæóòü íàïèñàòè ïðîãðàìíå çàáåçïå÷åííÿ äëÿ ðîçâ’ÿçàííÿ
ñêëàäíèõ îá÷èñëþâàëüíèõ çàâäàíü çà ìåíøèé ÷àñ.

Ñèñòåìà PÀRÑS-CUDA º ðîçøèðåííÿì òåõíîëîã³¿ PÀRÑS [26], ÿêå äàº çìî-
ãó ïèñàòè CUDA-ñïåöèô³÷í³ ÀÌ äëÿ âèêîíàííÿ íà PÀRÑS. Îñíîâí³ çì³íè ñòî-
ñóþòüñÿ Daemon (êëàñ Daemon). Óäîñêîíàëåíó àðõ³òåêòóðó öüîãî êîìïîíåíòà
íàâåäåíî íà ðèñ. 2.

Ó êëàñ³ Daemon (äèâ. ðèñ. 2) ç’ÿâèâñÿ íîâèé êîìïîíåíò Cudaemon. ßêùî
Daemon ðîçï³çíàº ÀÌ CUDA, òî â³í ïåðåäàºòüñÿ äëÿ âèêîíàííÿ Cudaemon, ÿêèé
ïðàöþº â îêðåìîìó ïîòîö³ ³ â ïåâíèé ìîìåíò ÷àñó ìîæå âèêîíóâàòè ëèøå îäèí
àëãîðèòì³÷íèé CUDA-ìîäóëü àáî ÷åêàòè íîâèõ çàâäàíü. Öå çóìîâëåíî òèì, ùî
îïòèìàëüí³øå âèêîíóâàòè íà îäíîìó CUDA-ïðèñòðî¿ îäèí õîñò-ïîò³ê (³íàêøå
âèòðà÷àºòüñÿ çàéâèé ÷àñ íà ³í³ö³àë³çàö³þ CUDA-äðàéâåðà, à òàêîæ íà ñòâîðåííÿ
òà ñèíõðîí³çàö³þ ïîòîê³â õîñòó). Çâ³ñíî, ùî â òàêîìó êîíòåêñò³ äåê³ëüêà ÀÌ íà
îäíîìó õîñò³ áóäóòü âèêîíóâàòèñÿ âæå íå àñèíõðîííî, ùî ïîòðåáóº òàêîæ
äåÿêî¿ ìîäèô³êàö³¿ ïî÷àòêîâîãî ÀÌ.

Ó ðåàë³çàö³¿ ñèñòåìè PÀRÑS-CUDA âèêîðèñòàíî á³áë³îòåêó Java-á³íäèíã³â
äëÿ CUDA, à ñàìå JCuda. ßê ðåàë³çàö³þ áëîêóâàëüíî¿ ÷åðãè çàâäàíü âèêîðèñòà-
íî ñòàíäàðòíèé êëàñ JDK: LinkedBlockingQueue. Äëÿ ïîçíà÷åííÿ, ùî ÀÌ áóäå
âèêîíóâàòèñÿ íà CUDA, ââåäåíî àíîòàö³þ íà êëàñ @CUDA.

Çàãàëüíèé àëãîðèòì âèêîíàííÿ Daemon íà õîñò³ òåïåð òàêèé:
1) çàïóñê, î÷³êóâàííÿ ïîâ³äîì-

ëåííÿ â³ä HostServer, ñòàðò
Cudaemon;

2) îòðèìàííÿ (ÿêùî ïîòð³áíî)
jar-ôàéëó ç ÀÌ;

3) ïîâ³äîìëåííÿ ïðî âèêîíàí-
íÿ ÀÌ íà â³äïîâ³äí³é òî÷ö³ (çà-
ïóñêàºòüñÿ íîâèé ïîò³ê; ñòâî-
ðþºòüñÿ íîâà òî÷êà ³ êàíàë; ÿêùî
ÀÌ íå ïîçíà÷åíèé @CUDA, òî
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â³í çàïóñêàºòüñÿ â öüîìó æ ïîòîö³, ³íàêøå äîäàºòüñÿ äî ÷åðãè Cudaemon; ïîò³ê
â³äðàçó çàâåðøóºòüñÿ).

×àñ æèòòÿ Cudaemon òàêèé ñàìèé, ÿê ³ çâè÷àéíîãî Daemon — ó íüîìó ñïî-
÷àòêó íàÿâí³ êîìàíäè ³í³ö³àë³çàö³¿ CUDA, à ï³ñëÿ çàâåðøåííÿ — êîìàíäè
çâ³ëüíåííÿ CUDA-ðåñóðñ³â.

Òàêà ðåàë³çàö³ÿ äàº çìîãó çàïóñêàòè îá÷èñëþâàí³ çàäà÷³ íà GPU â³ä êîì-
ïàí³¿ NVIDIA ³ç çàñòîñóâàííÿì äîäàòêîâèõ á³áë³îòåê, íàïðèêëàä á³áë³îòåêè
cuBLAS äëÿ çàäà÷ îá÷èñëåííÿ ìíîæåííÿ ìàòðèöü ³ç çàñòîñóâàííÿì GPU.

4.3. Ñèñòåìà PÀRÑS-OpenCL. Â³äêðèòà ìîâà îá÷èñëåíü OpenCL (Open
Computing Language) — ôðåéìâîðê äëÿ íàïèñàííÿ ïðîãðàì, ùî áàçóþòüñÿ íà
ïàðàëåëüíèõ îá÷èñëåííÿõ íà ð³çíîìàí³òíèõ ãðàô³÷íèõ òà öåíòðàëüíèõ ïðîöåñî-
ðàõ [28, 29]. Ôðåéìâîðê OpenCL ñêëàäàºòüñÿ ç ìîâè ïðîãðàìóâàííÿ, ùî
áàçóºòüñÿ íà ñòàíäàðò³ Ñ99, òà ³íòåðôåéñó ïðîãðàìóâàííÿ çàñòîñóíê³â (API).
Ôðåéìâîðê OpenCL çàáåçïå÷óº ïàðàëåë³çì íà ð³âí³ ³íñòðóêö³é òà íà ð³âí³ äàíèõ
³ ôàêòè÷íî º ðåàë³çàö³ºþ òåõíîëîã³¿ GPGPU òà ïîâí³ñòþ â³äêðèòèì ñòàíäàðòîì.
Éîãî âèêîðèñòàííÿ íå îáìåæóºòüñÿ ë³öåíç³éíèìè óãîäàìè.

Ðîçãëÿíåìî àðõ³òåêòóðó ï³äñèñòåìè äèñïåò÷åðèçàö³¿ çàäà÷ òà ìåòîäè äèñ-
ïåò÷åðèçàö³¿ â í³é.

Ñèñòåìà PÀRÑS âçàºìîä³º ³ç ï³äñèñòåìîþ äèñïåò÷åðèçàö³¿ çàäà÷ (äàë³
ï³äñèñòåìîþ) ÷åðåç ³íòåðôåéñè IGlobalStrategy òà ILocalStrategy.

²íòåðôåéñ IGlobalStrategy ðåàë³çóº ãëîáàëüíó ñòðàòåã³þ ðîçïîä³ëåííÿ çàäà÷
ì³æ ìíîæèíîþ äîñòóïíèõ ñèñòåì³ ðåñóðñ³â. Âîíè âèêîíóþòü òàê³ îñíîâí³
ôóíêö³¿: àíàë³ç íîâèõ çàâäàíü, ï³äòðèìêà ðîáîòè âæå çàïóùåíèõ çàâäàíü, çá³ð
³íôîðìàö³¿ ïðî ðåñóðñè (ïðîäóêòèâí³ñòü, îáñÿã ïàì’ÿò³, øâèäê³ñòü çâ’ÿçêó òîùî),
áàëàíñóâàííÿ çàâàíòàæåííÿ ðåñóðñ³â. Öå äàº çìîãó ïîâí³ñòþ êåðóâàòè ñòðàòåã³ºþ
äèñïåò÷åðèçàö³¿ çàäà÷, íå âòðó÷àþ÷èñü áåçïîñåðåäíüî â ñàìó ñèñòåìó PÀRÑS.
Äëÿ çì³íè ïîâåä³íêè äîñòàòíüî ïåðåäàòè ïîòð³áíó ðåàë³çàö³þ ³íòåðôåéñó.

²íòåðôåéñ ILocalStrategy ðåàë³çóº ëîêàëüí³ ïîë³òèêè êîíêðåòíèõ çàâäàíü.
Ó ð³çíèõ çàäà÷àõ ìîæóòü áóòè ïîòðåáè â ð³çíèõ ðåñóðñàõ (CPU, ïàì’ÿòü, øâèä-
êèé ìåðåæåâèé çâ’ÿçîê òîùî). Çàäà÷³ çäàòí³ ïåðåäáà÷àòè õ³ä ñâîãî âèêîíàííÿ
ç ð³çíîþ äåòàë³çàö³ºþ ³ òî÷í³ñòþ, ìàòè ÿê³ñü ³íø³ ³íäèâ³äóàëüí³ õàðàêòåðèñòèêè.
Òîìó äëÿ ð³çíèõ çàâäàíü äåÿê³ ñòðàòåã³¿ ïðàöþþòü á³ëüø îïòèìàëüíî í³æ ³íø³.
Çà ðàõóíîê öüîãî, âêàçàâøè áàæàíó ëîêàëüíó ñòðàòåã³þ äëÿ çàâäàííÿ, ìîæíà
îòðèìàòè êðàù³ ðåçóëüòàòè.

Çàãàëüíó àðõ³òåêòóðó PÀRÑS-ñèñòåìè íàâåäåíî íà ðèñ. 3.
Îïèøåìî ïðîöåñ âèêîíàííÿ çàâäàíü. Íîâå çàâäàííÿ íàäõîäèòü ³ç ²íòåðíåòó

äî ñåðâåðà PÀRÑS (ìîäóëü HostServer). Çàâäàííÿ ñêëàäàºòüñÿ ç ìíîæèíè çàäà÷,
ÿê³ íåîáõ³äíî ðîçïîä³ëèòè ì³æ âóçëàìè (êîìï’þòåðàìè) òà îá÷èñëèòè. Òàêîæ çà-
âäàííÿ ìîæå ì³ñòèòè (íåîáîâ’ÿçêîâî) ëîêàëüíó ñòðàòåã³þ ïëàíóâàííÿ (³íòåð-
ôåéñ ILocalStrategy), ÿêà íàéêðàùå çàäîâîëüíÿº âèìîãè çàâäàííÿ. Ñåðâåð ïåðå-
äàº çàâäàííÿ ãëîáàëüíîìó äèñïåò÷åðó çàäà÷, ÿêèé àíàë³çóº çàâäàííÿ: óõâàëþº
ëîêàëüíó ñòðàòåã³þ çàâäàííÿ (çàëåæíî â³ä ãëîáàëüíî¿ ïîë³òèêè â³í ìîæå ïðèé-
íÿòè çàïðîïîíîâàíó ëîêàëüíó ñòðàòåã³þ, çàì³íèòè íà ÿêóñü ³íøó àáî âçàãàë³ êå-
ðóâàòè çàäà÷àìè çàâäàííÿ ñàìîñò³éíî, òîáòî áóòè ëîêàëüíîþ ñòðàòåã³ºþ äëÿ çà-
âäàííÿ), çáèðàº äàí³, ùî íàäàº çàâäàííÿ ïðî ïðîöåñ éîãî âèêîíàííÿ, à äàë³ çà-
ëåæíî â³ä âèáðàíî¿ ñòðàòåã³¿ ³ îòðèìàíî¿ ³íôîðìàö³¿ çä³éñíþº ïëàíóâàííÿ, ÿêå
ìîæå áóòè îáðàõîâàíî ÿê îäðàçó, òàê ³ ïàðàëåëüíî ³ç âèêîíàííÿì ñàìîãî çàâäàí-
íÿ, ðîçïîä³ëÿþ÷è çàäà÷³ â ðåàëüíîìó ÷àñ³.
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Êëàñ LSSimpleGPU º ðåàë³çàö³ºþ ëîêàëüíî¿ ñòðàòåã³¿ [22], ÿêà ðîçïîä³ëÿº çà-
äà÷³ çà ñõîæèì ïðèíöèïîì, ÿêèé áóâ æîðñòêî ïðîïèñàíèé â ñèñòåì³ PÀRÑS ïåðåä
³íòåãðóâàííÿì ï³äñèñòåìè äèñïåò÷åðèçàö³¿, àëå ç äåÿêèìè äîäàòêîâèìè ìîæëèâîñ-
òÿìè. Îñíîâíà ³äåÿ ïîëÿãàëà â äèíàì³÷íîìó áàëàíñóâàíí³ çàâàíòàæåííÿ âóçë³â çà
òàêèì êðèòåð³ºì: ðîçïîä³ëåííÿ çàäà÷ ì³æ âóçëàìè ïðîïîðö³éíî ïîòóæíîñò³ âóçë³â.
Òîáòî ÿêùî îäèí âóçîë âäâ³÷³ ïîòóæí³øèé çà ³íøèé, òî â³í îòðèìàº âäâ³÷³ á³ëüøå
çàäà÷. Ïðè öüîìó íå âðàõîâóâàëàñü ñêëàäí³ñòü çàäà÷, ¿õí³ ïîòðåáè ó ïàì’ÿò³ òîùî.
Äîäàòêîâà ìîäåðí³çàö³ÿ, ùî áóëà çðîáëåíà â LSSimpleGPU, ïîð³âíÿíî ç ïîïåðåäí³ì
àëãîðèòìîì ïîëÿãàº ó òîìó, ùî çàâäàííÿ çà ìîæëèâîñò³ ìàº âèêîíóâàòèñü íà
ãðàô³÷íèõ ïðîöåñîðàõ. Òîæ, ïðîâîäèòüñÿ ïîïåðåäíº îáðîáëåííÿ îòðèìàíî¿ ³íôîð-
ìàö³¿ ïðî âóçëè, à ñàìå ïðî íàÿâí³ñòü ó íèõ ìîæëèâîñò³ îá÷èñëþâàòè çàâäàííÿ íà
ãðàô³÷íèõ ïðîöåñîðàõ òà ³íøèõ îá÷èñëþâà÷àõ. Öå àêòèâíî âèêîðèñòîâóºòüñÿ äëÿ
áàëàíñóâàííÿ íàâàíòàæåííÿ íà âóçëè. ßêùî íåìàº ïðèñòðî¿â ç ìîäóëÿìè ãðàô³÷íèõ
ïðîöåñîð³â, òî LSSimpleGPU ïðàöþº òàê ñàìî, ÿê ïîïåðåäí³é àëãîðèòì.

Ó ðåàë³çàö³¿ LSSimpleGPU ïðîäåìîíñòðîâàíî, ÿê ìîæíà çàïóñêàòè «ñèñòåìí³»
çàäà÷³ íà âóçëàõ. Öÿ ôóíêö³îíàëüí³ñòü âèêîðèñòîâóºòüñÿ äëÿ îö³íþâàííÿ íàÿâíîñò³
â íèõ ãðàô³÷íèõ ïðîöåñîð³â, à òàêîæ äëÿ âèì³ðþâàííÿ ïîòóæíîñò³ âóçë³â. Ñèñòåìí³
çàäà÷³, çîêðåìà, ðîçâ’ÿçóþòü âåëèê³ ñèñòåìè ë³í³éíèõ ð³âíÿíü, âèì³ðþþ÷è ïðîäóê-
òèâí³ñòü êîìï’þòåð³â, ÿêà âèêîðèñòîâóºòüñÿ äëÿ áàëàíñóâàííÿ íàâàíòàæåííÿ.

Òàêèì ÷èíîì, ðåàë³çàö³ÿ LSSimpleGPU äàº çìîãó çàïóñêàòè îá÷èñëþâàëüí³
çàäà÷³ ÿê íà CPU, òàê ³ íà GPU â çàëåæíîñò³ â³ä òèïó âèáðàíî¿ çàäà÷³ òà çàñîá³â
(äîäàòêîâèõ á³áë³îòåê) ¿¿ ðîçâ’ÿçàííÿ.

4.4. Ñèñòåìà PÀRÑS-Python. Îïèøåìî ðåàë³çàö³þ ³äå¿ VPS [16] íà ïðèêëàä³
PARCS-Python [30]. Òàêà ðåàë³çàö³ÿ áàçóºòüñÿ íà ëîêàëüí³é òà ãëîáàëüí³é êîìï’þ-
òåðí³é ìåðåæ³, ùî äàº çìîãó êîðèñòóâà÷àì ç³ ñï³ëüíèì hardware âèêîíóâàòè ¿õí³
ïðîãðàìè íà ìóëüòèêîìï’þòåðíèõ ñèñòåìàõ. Êð³ì òîãî, çàäà÷à ìîæå áóòè
ðîçä³ëåíà íà ï³äçàäà÷³, êîæíà ç ÿêèõ áóäå âèêîíóâàòèñü íà îêðåì³é âåðøèí³, à çà-
âäàííÿ VPS áóäå ïîëÿãàòè â îðãàí³çàö³¿ âçàºìîä³¿ ïðîöåñ³â ì³æ âåðøèíàìè.
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Ðèñ. 3. Çàãàëüíà àðõ³òåêòóðà PÀRÑS-ñèñòåìè



Íà ðèñ. 4 íàâåäåíî ä³àãðàìó êîìïî-
íåíò³â PARCS-Python, ÿêà ñêëàäàºòüñÿ ç
òî÷îê ÊÏ, ùî ïîä³ëÿþòüñÿ íà Master-âåð-
øèíó (ÌÂ) òà ï³äëåãë³ âåðøèíè
(Worker). Çà äîïîìîãîþ êàíàëó ÌÂ
ç’ºäíàíà ç êîæíîþ ï³äëåãëîþ âåðøèíîþ.
PC ìàº äâà ïðîòîêîëè: HTTP ³ RPC
(ZeroRPC ðåàë³çàö³ÿ). Âåðøèíè âèêîðèñ-
òîâóþòü ïðîòîêîë HTTP äëÿ êîìóí³êàö³¿,
â³äïðàâëÿþ÷è òà îòðèìóþ÷è ³íñòðóêö³¿
ç ìåòà³íôîðìàö³ºþ. Ïðîòîêîë RPC äàº
çìîãó â³äïðàâëÿòè äî AM ³íñòðóêö³¿ òà
îòðèìóâàòè ðåçóëüòàò âèêîíàííÿ.

Çãàäàíà ÌÂ ï³äòðèìóº REST API, ÿêà äîïîìàãàº êîðèñòóâà÷àì âçàºìîä³ÿòè
ç PARCS-ñèñòåìîþ. Íåìàº í³ÿêèõ îáìåæåíü äëÿ âåðøèíè: âîíà ìîæå ðîçòàøî-
âóâàòèñü íà îäíîìó êîìï’þòåð³ ÷è íà ê³ëüêîõ êîìï’þòåðàõ, ç’ºäíàíèõ â ìåðåæó.
ªäèíå îáìåæåííÿ — íå ìàº áóòè êîíôë³êò³â íà äèñêîâîìó ð³âí³

Íàâåäåìî ïåðåâàãè òàêî¿ àðõ³òåêòóðè:
� âíóòð³øí³é ñòàí ñèñòåìè º ³íêàïñóëüîâàíèì (êë³ºíòñüêèé êîä íå ìàº

í³÷îãî çíàòè ïðî òîïîëîã³þ ñèñòåìè, îêð³ì íàäàíî¿ ³íôîðìàö³¿);
� ñèñòåìà º â³äìîâîñò³éêîþ, òîáòî ÌÂ â³äïîâ³äàº çà îáðîáëåííÿ ïîìèëîê;
� Python — öå ìîâà, ÿêà ³íòåðïðåòóºòüñÿ, îòæå íåìàº í³ÿêèõ îáìåæåíü, õà-

ðàêòåðíèõ äëÿ ìîâ êîìï³ëÿö³¿.
Îäíàê òàêà ðåàë³çàö³ÿ ïðèõîâóº ñêëàäí³ñòü ñèñòåìè, à êë³ºíòñüêèé êîä íå

ìîæå ìîäèô³êóâàòè ¿¿ òîïîëîã³¿.
Ðîçãëÿíåìî æèòòºâèé öèêë çàïèòó.
1. ÌÂ îòðèìóº çàïèò ³ ñòàâèòü éîãî â ÷åðãó çàäà÷.
2. Ïðîöåñ äåìîíà-ïëàíóâàëüíèêà (Scheduler daemon), ÿêèé âèêîíóºòüñÿ íà

ÌÂ, âèáèðàº çàïèò ³ç ÷åðãè ³ ïî÷èíàº éîãî îáðîáëåííÿ, ïðè÷îìó ïåðøèì êðî-
êîì îáðîáëåííÿ º ðîçïîä³ëåííÿ êë³ºíòñüêîãî êîäó ì³æ âåðøèíàìè.

3. Êîä ÌÂ ³í³ö³þº êë³ºíòñüêèé êîä ³íôîðìàö³ºþ ïðî ñèñòåìíó òîïîëîã³þ ³
îá÷èñëþº îòðèìàí³ äàí³; çàçâè÷àé êë³ºíòñüêèé êîä ç÷èòóº äàí³, âèä³ëÿº ôðàã-
ìåíòè òà âèêîíóº êðîê map àëãîðèòìó map-reduce.

4. Ï³äïîðÿäêîâàí³ âåðøèíè îòðèìóþòü ñâî¿ ôðàãìåíòè äàíèõ òà îá÷èñëþ-
þòü ¿õ ³ ïîâåðòàþòü ðåçóëüòàòè ÌÂ çà ïðîòîêîëîì RPC.

5. Êë³ºíòñüêèé êîä ÌÂ îòðèìóº ðåçóëüòàòè â³ä ï³äëåãëèõ âåðøèí ³ âèêîíóº
êðîê reduce.

6. Îïö³îíàëüíî êë³ºíòñüêèé êîä ìîæå îòðèìàòè ðåçóëüòàò map-reduce öüî-
ãî êðîêó ³ âèêîíàòè ùå îäèí map-reduce íàä íîâèìè äàíèìè.

7. Êë³ºíòñüêèé êîä çàïèñóº îñòàòî÷íèé ðåçóëüòàò íà äèñê.
8. Ïëàíóâàëüíèê çâ³ëüíÿº âñ³ ðåñóðñè, ÿê³ âèêîðèñòîâóâàëèñü ï³ä ÷àñ îá-

ðîáëåííÿ ïîòî÷íîãî çàïèòó ³ âèáèðàº íîâèé çàïèò ³ç ÷åðãè.
Ïðîòîêîëè PARCS-Python òà API. Çàçâè÷àé êîìïîíåíòè PARCS-ñèñòåìè

ðîçì³ùåí³ â ìåðåæ³. Ðåàë³çàö³ÿ Python PARCS-ñèñòåìè âèêîðèñòîâóº RPC òà HTTP ÿê
áàçîâ³ ïðîòîêîëè äëÿ êîìóí³êàö³¿ ì³æ âåðøèíàìè òà ì³æ êë³ºíòàìè ³ âåðøèíàìè, à ñàìå:

� ïðîòîêîë RPC (éîãî ZeroRPC-ðåàë³çàö³ÿ) âèêîðèñòîâóºòüñÿ ñèñòåìîþ,
à êë³ºíò íå ìîæå îòðèìàòè áåçïîñåðåäí³é äîñòóï äî íüîãî;

� ïðîòîêîë HTTP (REST API) ìàº äâà òèïè REST API: public òà private.
Public REST API (òàáë. 1) ìîæå áóòè âèêîðèñòàíèé êë³ºíòàìè äëÿ çàïèòó ³íôîð-
ìàö³¿ ïðî ñòàí ñèñòåìè. ÌÂ òàêîæ âèêîðèñòîâóº private REST API (òàáë. 2) äëÿ
ðîçïîä³ëåííÿ ³íôîðìàö³¿ òà êë³ºíòñüêèõ ôàéë³â ì³æ âåðøèíàìè.
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Ðèñ. 4. Ä³àãðàìà êîìïîíåíò³â PÀRÑS-Python



Ïðîòîêîë PARCS-Python ³ç çðó÷íèì âåá³íòåðôåéñîì â³äêðèâàº íîâ³ ïåð-
ñïåêòèâè ùîäî ðîçðîáëåííÿ òà âïðîâàäæåííÿ ðîçïîä³ëåíèõ àëãîðèòì³â ³ç çàñòî-
ñóâàííÿì õìàðíèõ òåõíîëîã³é.

4.5. Ñèñòåìà PÀRÑS.NET. Àðõ³òåêòóðà ö³º¿ ñèñòåìè [30–33] â îñíîâíîìó
ñêëàäàºòüñÿ ç òàêèõ ñàìèõ ÷àñòèí, ùî é àðõ³òåêòóðà ñèñòåìè PÀRÑS-Java, òîáòî
Parcs, Daemon, HostServer òà ÀÌ.
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Ðîçïîä³ë êë³ºíòñüêîãî êîäó ïî âåðøèíàõ
Çàãàëüíå
çàâäàííÿ

Êðîê Map àëãîðèòìó map reduce

Êðîê Reduce àëãîðèòìó map reduce

Çàïèñ ðåçóëüòàòó â ôàéë

Ðèñ. 5. Æèòòºâèé öèêë çàïèòó

Ò à á ë è ö ÿ 1. Public REST API

HTTP ìåòîä HTTP URI Ò³ëî çàïèòó Îïèñ

POST /api/jobs

{''name'':''Job
Name'',''solution'':
@solution file,
''input'':
@input file}

Post a job

GET /api/jobs Get job list

GET /api/job/: job id Get information about specific job

GET /api/nodes Get slave node list

GET /api/nodes/: node id Get information about specific slave node

Ò à á ë è ö ÿ 2. Private REST API

HTTP ìåòîä HTTP URI Îïèñ

POST /api/internal/node Connect to master node with slave node

POST /api/internal/job Master node distribute client code over slave nodes



Äîäàòêîâî âèêîðèñòîâóºòüñÿ òàêîæ Web — îêðåìèé âåáçàñòîñóíîê äëÿ
ìîí³òîðèíãó ïîòî÷íîãî ñòàíó âèêîíàííÿ çàäà÷, ÿêèé òàêîæ äàº çìîãó çàâàíòà-
æóâàòè ³ çàïóñêàòè ñâî¿ ÀÌ. Ôóíêö³îíóâàííÿ òåæ â îñíîâíîìó ñõîæå íà
ôóíêö³îíóâàííÿ ñèñòåìè PÀRÑS-Java.

Áóëî ðîçðîáëåíî íîâèé, êðàùèé äëÿ õìàðíèõ îá÷èñëåíü àëãîðèòì êî-
ìóí³êàö³¿ êë³ºíòà ³ ñåðâåðà. Çàðàç HostServer íå ïîâèíåí çíàòè ïðî âñ³ ìàøèíè,
íà ÿêèõ çàïóùåíî Daemon. Íàòîì³ñòü Daemon ï³ä ÷àñ çàïóñêó ç’ºäíóºòüñÿ
ç HostServer ³ ïåðåäàº éîìó âñþ íåîáõ³äíó ³íôîðìàö³þ ïðî ñåáå. Òàêèì ÷èíîì,
ìîæíà ëåãêî äîäàâàòè íîâ³ îá÷èñëþâà÷³ äî êëàñòåðà, íå âíîñÿ÷è çì³í
ó êîíô³ãóðàö³¿ HostServer.

4.6. Ñèñòåìà PÀRÑS-WCF. Íàòåïåð ñèñòåìà PÀRÑS-Java º íàéïîïó-
ëÿðí³øîþ ³ íàéïîøèðåí³øîþ ðåàë³çàö³ºþ PÀRÑS. Ïîð³âíÿíî ç PÀRÑS-Java ñèñ-
òåìà PÀRÑS-WCF [34, 35] ìàº òàê³ îñîáëèâîñò³:

� íàÿâí³ñòü àñèíõðîííèõ ³íòåðôåéñ³â;
� êðàùå âèêîðèñòàííÿ ìåðåæåâèõ ðåñóðñ³â. Ó PÀRÑS-Java êîæíà òî÷êà

ïðèâ’ÿçàíà äî äåÿêîãî ñîêåòó òà îáì³í äàíèìè â³äáóâàºòüñÿ ï³ä ÷àñ óñòàíîâëåí-
íÿ êîíòàêòó. Çà òàêîãî ï³äõîäó îäíà ç òî÷îê ïîñò³éíî íàìàãàºòüñÿ ï³äêëþ÷èòèñÿ
äî ³íøî¿ àáî î÷³êóº ³íôîðìàö³þ. Ñèñòåìà PÀRÑS-WCF âèêîðèñòîâóº äâà ñîêå-
òè: îäèí äëÿ Daemon, ³íøèé äëÿ ñåðâ³ñó òî÷îê. Ïåðåäà÷à äàíèõ ì³æ òî÷êàìè
â³äáóâàºòüñÿ ÷åðåç ñåðâ³ñ òî÷îê ³ äàí³ çàâæäè ïåðåäàþòüñÿ. Òàêèì ÷èíîì, áëîêó-
âàííÿ â³äáóâàºòüñÿ ò³ëüêè ï³ä ÷àñ î÷³êóâàííÿ äàíèõ;

� îïòèì³çàö³ÿ ïåðåäà÷³ äàíèõ. Çà ìîæëèâîñò³ ïåðåäà÷³ äàíèõ óñåðåäèí³ ìà-
øèíè ñèñòåìà PÀRÑS-WCF âçàãàë³ íå âèõîäèòü íà ð³âåíü TCP-IP. Êîðèñòóâà÷
ìîæå ñàìîñò³éíî âèáèðàòè çàñîáè ñåð³àë³çàö³¿ äàíèõ;

� äîäàòêîâà ìîæëèâ³ñòü ðåêóðñèâíî ñòâîðþâàòè òî÷êè.
Âàæëèâèì ñöåíàð³ºì ðîáîòè ñèñòåìè PÀRÑS-WCF º ðîçïîä³ëåííÿ îá÷èñ-

ëåíü ïî ð³çíèõ ìàøèíàõ. Îñîáëèâ³ñòþ òàêîãî ðåæèìó ðîáîòè º òå, ùî âèêëþ-
÷åííÿ, îòðèìàí³ â ðåçóëüòàò³ ðîáîòè, â çâè÷àéíîìó âèïàäêó íå áóäóòü ïîêàçàí³
IDE ³ ó ðàç³ âèíèêíåííÿ ïîìèëêè ó äåÿêîìó ðåêóðñèâíîìó ìîäóë³ ¿¿ áóäå âàæêî
çíàéòè. Äëÿ íàëàãîäæåííÿ ðîçïîä³ëåíèõ çàñòîñóíê³â òà âèïðàâëåííÿ ïîìèëîê
ó ðåêóðñèâíèõ (äèíàì³÷íî) ñòâîðþâàíèõ ìîäóëÿõ ìîæíà ñêîðèñòàòèñÿ ö³ºþ
îñîáëèâ³ñòþ PÀRÑS. Êîæíó òî÷êó â áóäü-ÿêèé ìîìåíò ÷àñó ìîæíà îïèñàòè
òð³éêîþ: �Internal state, Data, Channels� , äå Internal state — âíóòð³øí³é ñòàí

òî÷êè, îòðèìàíèé â ðåçóëüòàò³ ðîáîòè ÀÌ, Data – íàá³ð äàíèõ, ÿêèé áóâ ïåðåäà-
íèé ó òî÷êó, òà Channels — ñóêóïí³ñòü äîñòóïíèõ òî÷ö³ êàíàë³â. Ïðè öüîìó
Internal state äëÿ á³ëüøîñò³ àëãîðèòì³â áóäå çì³íþâàòèñü ëèøå ì³æ îòðèìàííÿì
íîâèõ äàíèõ ç ³íøèõ òî÷îê, òîáòî â³í ïîâí³ñòþ çàëåæèòü â³ä Data. Ñâîºþ ÷åð-
ãîþ Channels ìîæóòü çì³íþâàòèñü â áóäü-ÿêèé ìîìåíò, ïðîòå íà ïðàêòèö³ öå
â³äáóâàºòüñÿ âèíÿòêîâî ó á³ëüøîñò³ àëãîðèòì³â. Íàÿâí³ñòü Channels ìàº çíà÷åí-
íÿ ëèøå ï³ä ÷àñ â³äïðàâëåííÿ (îòðèìàííÿ) ïîâ³äîìëåíü.

Îòæå, ìîæíà ä³éòè âèñíîâêó, ùî òî÷êó ìîæíà ïðèâåñòè ïîâòîðíî ó ñòàí
â³äìîâè, çíàþ÷è äàí³, ùî äî íå¿ íàäõîäèëè, ³ ¿õíþ ïîñë³äîâí³ñòü. Ó íàëàãîä-
æåíí³ òà ïîøóêó ïîìèëîê ó ðîçïîä³ëåíèõ (ïàðàëåëüíèõ) çàñòîñóíêàõ íàé-
ñêëàäí³øèì º â³äòâîðåííÿ óìîâ, çà ÿêèõ ìîæíà âèÿâèòè ïîìèëêó. Ó âèïàäêó âè-
êîðèñòàííÿ PÀRÑS äîñòàòíüî çíàòè ÀÌ òà ëîãóâàòè äàí³ (êàíàëè), ùî íàäõî-
äÿòü ó òî÷êó, äëÿ ïîâíîãî â³äòâîðåííÿ ñòàíó, ó ÿêîìó âèíèêëà ïîìèëêà. Çà
çâè÷àéíèõ óìîâ îòðèìàòè ö³ ëîãè áóëî á ñêëàäíî, îñê³ëüêè êîæíà òî÷êà
çáåð³ãàëà áè ¿õ îêðåìî, àëå, îñê³ëüêè ñèñòåìà PÀRÑS-WCF ïåðåäàº äàí³ ÷åðåç
âëàñí³ ñåðâ³ñè, ìîæíà ðåàë³çóâàòè ëîãóâàííÿ âñåðåäèí³ íèõ. Çâ³ñíî º äåÿê³ îáìå-
æåííÿ íà àëãîðèòìè â àêòèâíîìó ÀÌ, íàïðèêëàä, ÿêùî àëãîðèòì âèêîðèñòîâóº
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âèïàäêîâ³ çíà÷åííÿ àáî ³ñíóº ÿêàñü çàëåæí³ñòü â³ä ÷àñó ðîáîòè ÷è â³ä äåÿêèõ
³íøèõ çîâí³øí³õ ÷èííèê³â, öåé ìåòîä íå ñïðàöþº.

Ðåàë³çàö³¿ ñèñòåìè PÀRÑS-WCF ìîâîþ C#. Öÿ ðåàë³çàö³ÿ ìîæå áóòè âè-
êîðèñòàíà ð³çíèìè ìîâàìè ïëàòôîðìè .Net. Âîíà ïîñëóãîâóºòüñÿ òåõíîëîã³ºþ
WCF, ÿêà íå º ìóëüòèïëàòôîðìíîþ, ³ ïîêè íåìàº ìîæëèâîñò³ ¿¿ ïåðåíåñåííÿ íà
³íø³ ïëàòôîðìè (ïàðàëåëüíî ç óäîñêîíàëåííÿì .Net Core). Àëå, îñê³ëüêè äåìîíè
º WCF-ñåðâ³ñàìè, ¿õ ìîæíà äèíàì³÷íî ñòâîðþâàòè â õìàðíîìó ñåðåäîâèù³.

4.7. Ãåòåðîãåííà PARCS-ñèñòåìà. Íà ïðàêòèö³ îäíîþ ç ïðîáëåì PARCS-
ñèñòåì áóëà íåñóì³ñí³ñòü ³ íåïåðåíîñèì³ñòü íàÿâíèõ ÀÌ ì³æ ìîâàìè ïðîãðàìó-
âàííÿ. Íàïðèêëàä, ó ðàç³ íàìàãàííÿ çàïóñòèòè äâà ð³çí³ àëãîðèòìè, ÿê³ íàïèñàí³
íà ð³çíèõ ìîâàõ íà îäíîìó êëàñòåð³ êîìï’þòåð³â (ìåðåæà ÷è õìàðà), ïîòð³áíî
çàïóñêàòè äâ³ êîï³¿ ïðîãðàìíîãî çàáåçïå÷åííÿ äëÿ ôóíêö³îíóâàííÿ PARCS.
Îòæå, ñåðâåð PARCS-Java âì³º êåðóâàòè ëèøå äåìîíàìè PARCS-Java,
à PARCS.NET — â³äïîâ³äíî ò³ëüêè ñâî¿ìè äåìîíàìè. Öå òàêîæ íå äàº çìîãè íà-
ïèñàòè àëãîðèòì, ÿêèé âèêîðèñòîâóâàòèìóòü îäíî÷àñíî ö³ äâà àëãîðèòìè,
îñê³ëüêè íå çðîçóì³ëî, íà ÿê³é ìîâ³ éîãî ïèñàòè ³ òèì á³ëüøå — çàïóñêàòè.

Äàë³ ïðîïîíóºòüñÿ ï³äõ³ä, ùî óìîæëèâëþº îá’ºäíàííÿ ê³ëüêîõ ³ìïëåìåí-
òàö³é ñèñòåìè PÀRÑS, ÿê îò Heterogeneous PÀRÑS-Go/PÀRÑS-Python îá’ºäíàòè
â îäíó óí³ô³êîâàíó âåðñ³þ, ùî áóäå ñêëàäàòèñÿ ç ñåðâåðà òà äåìîíà, ÿê³ ìîæóòü
ï³äòðèìóâàòè á³ëüø³ñòü ñó÷àñíèõ ìîâ ïðîãðàìóâàííÿ çà äîïîìîãîþ á³áë³îòåê.

Îñîáëèâîñò³ ãåòåðîãåííî¿ PARCS-ñèñòåìè. Ðîçãëÿíåìî ïðîáëåìè (òà
ìîæëèâîñò³ ¿õíüîãî ðîçâ’ÿçàííÿ), ùî âèíèêàþòü ï³ä ÷àñ ðîáîòè ç êîíêðåòíèìè
PÀRÑS-ñèñòåìàìè:

� íàÿâí³ñòü îêðåìèõ ñåðâåð³â (äåìîí³â) äëÿ êîæíî¿ ìîâè;
� íåìîæëèâ³ñòü ñï³âïðàö³ ì³æ ð³çíèìè ìîâàìè;
� íå³çîëüîâàíå ñåðåäîâèùå âèêîíàííÿ;
� ñêëàäí³ñòü ó âèêîðèñòàíí³ ñòîðîíí³õ çàëåæíîñòåé;
� ïîòðåáà ó íîâ³é ³ìïëåìåíòàö³¿ PÀRÑS ÷åðåç äîäàâàííÿ ìîâè;
� â³äñóòí³ñòü óí³ô³êîâàíîãî ãðàô³÷íîãî ³íòåðôåéñó;
� ñêëàäí³ñòü ðîçãîðòàííÿ êëàñòåðà.
Óÿâ³ìî, ùî ñòâîðþºòüñÿ ÿêèéñü êîä, ÿêèé âèêëèêàº ñåðâ³ñ, ùî ìàº REST

API àáî Thrift API. Äëÿ òîãî ùîá çðîáèòè çàïèò, êîä ïîâèíåí âðàõîâóâàòè ìåðå-
æåâå ðîçòàøóâàííÿ (IP-àäðåñó òà ïîðò) åêçåìïëÿðà ñåðâ³ñó. Ó òðàäèö³éíîìó çà-
ñòîñóíêó, çàïóùåíîìó íà ô³çè÷íîìó îáëàäíàíí³, ìåðåæåâå ðîçòàøóâàííÿ åêçåì-
ïëÿð³â ñåðâ³ñó º â³äíîñíî ñòàòè÷íèìè. Íàïðèêëàä, ðîçðîáëþâàíèé êîä ìîæå ÷è-
òàòè ìåðåæåâ³ ðîçòàøóâàííÿ ç êîíô³ãóðàö³éíîãî ôàéëó, ÿêèé ïåð³îäè÷íî
îíîâëþºòüñÿ. Ïðîòå, ó ñó÷àñíèõ ì³êðîñåðâ³ñàõ, ùî áàçóþòüñÿ íà õìàðíèõ òåõíî-
ëîã³ÿõ, ðîçâ’ÿçàòè öþ ïðîáëåìó íàáàãàòî ñêëàäí³øå [36].

Åêçåìïëÿðè ñåðâ³ñ³â ìàþòü äèíàì³÷íî ïðèçíà÷åí³ ìåðåæåâ³ ðîçòàøóâàííÿ.
Ìàëî òîãî, íàá³ð åêçåìïëÿð³â îäíîãî ñåðâ³ñó äèíàì³÷íî çì³íþºòüñÿ ÷åðåç àâòî-
ìàñøòàáóâàííÿ, çáî¿ òà îíîâëåííÿ. Îòæå, êë³ºíòñüêèé êîä ïîâèíåí âèêîðèñòî-
âóâàòè á³ëüø ñêëàäíèé ìåõàí³çì âèÿâëåííÿ ñåðâ³ñó.

²ñíóº äâà îñíîâíèõ øàáëîíè âèÿâëåííÿ ñåðâ³ñ³â: ç áîêó êë³ºíòà òà ç áîêó
ñåðâåð³â [36].

Äèçàéí òà ðîçðîáëåííÿ íîâî¿ ãåòåðîãåííî¿ PÀRÑS-ñèñòåìè ï³äòðèìóº:
� êîîïåðàö³þ ÀÌ, íàïèñàíèõ ð³çíèìè ìîâàìè ïðîãðàìóâàííÿ;
� ³çîëÿö³þ ñåðåäîâèùà âèêîíàííÿ;
� çðó÷íèé ñïîñ³á êåðóâàííÿ çàëåæíîñòÿìè;
� ìîæëèâ³ñòü äîäàâàííÿ áóäü-ÿêî¿ ìîâè ïðîãðàìóâàííÿ;
� ï³äòðèìêó ê³ëüêîõ ìîâ ïðîãðàìóâàííÿ: Python òà Go (íàòåïåð);
� áàãàòîôóíêö³îíàëüíèé ãðàô³÷íèé âåá³íòåðôåéñ;
� àâòîìàòè÷íó ï³äòðèìêó áóäü-ÿêîãî Docker Swarm-êëàñòåðà.
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Docker Swarm-òåõíîëîã³ÿ [37] äàº çìîãó äîñÿãòè ìîæëèâîñò³ ïåðåíåñåííÿ
íåîáõ³äíîãî ïðîãðàìíîãî çàáåçïå÷åííÿ òà ëåãê³ñòü ó íàëàøòóâàíí³ êëàñòåðà ÷å-
ðåç òàê³ ôàêòîðè:

� ïîñòà÷àºòüñÿ ðàçîì ç³ ñòàíäàðòíèì Docker Engine;
� ïðîñòèé â íàëàøòóâàíí³ (ïîð³âíÿíî ç Kubernetes);
� ïåðåéìàº çàäà÷ó ðîçïîä³ëåííÿ ðåñóðñ³â òà ïëàíóâàííÿ;
� ãàðàíòóº ³çîëÿö³þ âñåðåäèí³ êëàñòåðà.
Àðõ³òåêòóðà ìîâíî íåçàëåæíî¿ PÀRÑS-ñèñòåìè. Ïîáóäîâà ö³º¿ àðõ³òåêòó-

ðè ´ðóíòóºòüñÿ íà â³äîì³é ³äå¿ PÀRÑS-ñèñòåìè, àëå çàì³ñòü òîãî, ùîá çàïóñêàòè
çàäà÷³ â ð³çíèõ ïîòîêàõ îïåðàö³éíî¿ ñèñòåìè, çàïóñêàþòüñÿ ÀÌ, íàïèñàí³ ð³çíè-
ìè ìîâàìè â îêðåìèõ ïðîöåñàõ ÎÑ. Òàêèì ÷èíîì, ïîçáóâàþòüñÿ ñï³ëüíîãî çíà-
ìåííèêà — ìîâè äëÿ ðåàë³çàö³¿ àëãîðèòìó. Äîñòàòíüî óí³ô³êóâàòè øëÿõ ïåðå-
äà÷³ äàíèõ ÷åðåç êàíàëè òàê, ùîá ïðîãðàìè, íàïèñàí³ ð³çíèìè ìîâàìè, ìîãëè
«ñï³ëêóâàòèñÿ» ì³æ ñîáîþ. Äëÿ öüîãî âæå ³ñíóþòü ãîòîâ³ ð³øåííÿ ³ ôîðìàòè ïå-
ðåäà÷³ òà ïðåäñòàâëåííÿ äàíèõ, íàïðèêëàä JSON, MessagePack, Thrift, Protocol
Buffers òà íàâ³òü XML. Óñ³ âîíè ðîçâ’ÿçóþòü îäíó çàäà÷ó — ñåð³àë³çàö³þ äàíèõ
ó ôîðìàò, ùî ìîæíà áóäå ïîò³ì äåñåð³àë³çóâàòè. Îñê³ëüêè òèï³çàö³ÿ ïîâ³äîìëåí-
íÿ íå ñóòòºâà ³ âèã³äí³øå âèêîðèñòîâóâàòè åôåêòèâí³ á³íàðí³ ôîðìàòè, ïðîïî-
íóºòüñÿ â êîíêðåòí³é ðåàë³çàö³¿ âèêîðèñòàòè MessagePack.

Àëãîðèòì ðîáîòè òàêèé: êîëè ÀÌ1 õî÷å âèêîíàòè ÀÌ2, òî â³äáóâàºòüñÿ çà-
ïèò äî ñåðâåðà, ÿêèé â³äïîâ³äàº çà ðîçïîä³ëåííÿ ðîáîòè; ñåðâåð ïîâåðòàº àäðåñó
êîìï’þòåðà â ìåðåæ³ òà ïîðò, çà ÿêèì áóäå ïðàöþâàòè ïðîöåñ, ùî â³äïîâ³äàº
ÀÌ2; ÷åðåç öåé êàíàë áóäå â³äáóâàòèñÿ ïîäàëüøà êîìóí³êàö³ÿ ì³æ ìîäóëÿìè.

ÂÈÑÍÎÂÊÈ

PÀRÑS-òåõíîëîã³¿ òà â³äïîâ³äí³ PÀRÑS-ñèñòåìè äàþòü ìîæëèâ³ñòü îðãàí³çó-
âàòè ïàðàëåëüí³ îá÷èñëþâàëüí³ ïðîöåñè, áàçóþ÷èñü íà ð³çíèõ ïðîãðàìíèõ
ïëàòôîðìàõ [22, 24, 30–33, 35]. Ðîçãëÿíóò³ ó ñòàòò³ çàñîáè PÀRÑS íàäàþòü
êîðèñòóâà÷ó òàê³ ìîæëèâîñò³:

� ï³äòðèìêà ñêëàäíèõ îá÷èñëþâàëüíèõ çàäà÷, ÿê³ ïîòðåáóþòü âåëèêèõ îá-
÷èñëåíü òà ïàðàëåëüíîãî îáðîáëåííÿ äàíèõ;

� êåðóâàííÿ ³íôîðìàö³éíèìè ïîòîêàìè â ñèñòåìàõ ïàðàëåëüíîãî îáðîáëåííÿ;
� íàêîïè÷åííÿ àëãîðèòì³â ïàðàëåëüíîãî ïðîãðàìóâàííÿ (ó âèãëÿä³ ÀÌ) äëÿ

¿õíüîãî ïîäàëüøîãî âèêîðèñòàííÿ;
� çàñòîñóâàííÿ õìàðíèõ òåõíîëîã³é [38–40] äëÿ ðîçâ’ÿçàííÿ ñêëàäíèõ îá-

÷èñëþâàëüíèõ çàäà÷, à ñàìå ëåãê³ñòü ó íàëàøòóâàíí³ òà âèêîðèñòàíí³, ìîæ-
ëèâ³ñòü øâèäêîãî çàïóñêó çàñòîñóíê³â ³ ñòâîðåííÿ âåëèêî¿ ê³ëüê³ñòü â³ðòóàëüíèõ
ìàøèí ó õìàð³ äëÿ ðîçïîä³ëåíèõ îá÷èñëåíü, íàëàøòóâàííÿ áåçïåêè òà ìåðåæå-
âîãî äîñòóïó.

Ó [24] ðîçãëÿäàþòüñÿ ïðèêëàäè ð³çíèõ ðåàë³çàö³é PÀRÑS-ñèñòåì ó õìàðàõ.
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A.V. Anisimov, O.V. Derevianchenko, P.P. Kuliabko, O.M. Fedorus
PARCS TECHNOLOGY: CONCEPT AND IMPLEMENTATIONS

Abstract. An overview of PARCS (Parallel Asynchronous Recursive Control Space)
technology developments is provided. The concept of the control space — a model apparatus,
based on which the logical structure of the investigated problem (system) is described and
dynamic changes in it are reflected, is considered. The PARCS model is proposed, whose
application leads to flexible and unified adaptation to emerging programming technologies.
PARCS-extension of programming languages is considered: PASCAL, C, FORTRAN,
MODULA2, Java, CUDA, OpenCL, PYTHON, .NET, GO/PYTHON..

Keywords: CS, VPS, PARCS, distributed systems, parallel programming, programming
languages, cloud computing.
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