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АДАПТИВНА СИСТЕМА ГЛИБОКОГО НАВЧАННЯ
ДЛЯ ДОСЛІДЖЕННЯ ДАНИХ ЗАГАЛЬНОГО ТИПУ

Анотація. Пред став ле но підхід до аналізу ве ли кої кількості да них, між яки ми немає чітко -
го зв’яз ку. Він слу гує для того, щоб вста но ви ти на явність хоча б яко гось зв’яз ку, і у разі
вста нов лен ня його на яв ності виз на чи ти та кож ступінь цьо го зв’яз ку. Про де мо нстро ва но
мож ливість ав то ма тич но го об роб лен ня да них та ав то ма тич ної зміни па ра метрів сис тем гли -
бо ко го на вчан ня для фор му ван ня плат фор ми гли бо ко го на вчан ня під час аналізу па ра -
метрів да них. По ка за но, як ця сис те ма за до воль ня ти ме по тре би фахівців в інших га лу зях,
які ніколи без по се ред ньо не ви ко рис то ву ва ли сис те ми гли бо ко го на вчан ня. За до по мо гою
відо мо го на бо ру да них MNIST вста нов ле но, що з ви ко рис тан ням окре мих па ра метрів цих
да них мож на виз на чи ти їхній вплив на точність пе ре дба чен ня сис те ми гли бо ко го на вчан ня. 

Клю чові сло ва: не й рон на ме ре жа, ав то ма тич не об роб лен ня да них, інфор ма тивність
вибірки, сис те ма про гно зу ван ня, ме то ди об роб лен ня.

ВСТУП

Нині у світі є ве ли ка кількість да них, які ма ють нелінійну за лежність між різни -
ми па ра мет ра ми. Нап рик лад, ме ди ко-біологічні [1–3] або ас тро номічні [4–6]
дані, для яких за леж ності між па ра мет ра ми од но го об’єкта є не яс ни ми, і які
мож на вста но ви ти тільки за до по мо гою нелінійних ме тодів ап рок си мації. 

Іншою про бле мою є по тре ба у ро зумінні взаємо за леж нос тей да них та
їхньої сут ності. До того ж, потрібно мати на вич ки об роб лен ня цих да них та ро -
бо ти з сис те ма ми гли бо ко го на вчан ня. Заз ви чай, організо ву ють гру пи, до скла -
ду яких вхо дять фахівці у різних га лу зях. Вони спільно став лять за да чу та ви ко -
ну ють про цес досліджен ня з використанням систем глибокого навчання. 

У зв’яз ку з по тре бою у про стих рішен нях для осіб, які не є фахівця ми у га -
лузі штуч но го інте лек ту, ство ре но до волі по тужні сис те ми типу ChatGPT [7]
і Microsoft Bing [8]. Всі ці сис те ми, як пра ви ло, при зна чені для швид ко го дос ту -
пу до інфор мації без ви ко рис тан ня зви чай них по шу ко вих сис тем. На жаль, вони 
не за вжди да ють змо гу ви ко рис та ти весь по тенціал гли бо ко го на вчан ня для роз -
в’я зан ня про блем, особ ли во у тому разі, коли потрібно ско рис та ти ся мож ли вос -
тя ми глибокого навчання для аналізу великої кількості даних. 

Ще однією про бле мою є труд нощі у ро зумінні ха рак те ру впли ву одних па -
ра метрів на інші у разі од норідних досліджу ва них об’єктів, або спе цифічних за -
леж нос тей, роз гля ну тих дослідни ка ми цих па ра метрів [9–11]. Є різні ме то ди
вивчення впливів одних па ра метрів на інші [12–15].

У розд. 1 опи са но ав то ма тич ну сис те му гли бо ко го на вчан ня. У розд. 2 пред -
став ле но мож ли вості за сто су ван ня цієї сис те ми у на уко вих цілях, а саме для вста -
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нов лен ня на яв ності взаємоз в’яз ку між па ра мет ра ми та виз на чен ня якості пе ре дба -
чен ня. У розд. 3 пред став ле но досліджен ня кла сич но го на бо ру да них MNIST та
роз гля ну то пра вильність підго тов ки да них для ав то ма тич ної сис те ми. 

1. АВТОМАТИЧНА СИСТЕМА ГЛИБОКОГО НАВЧАННЯ

Не всі на уковці вміють за сто со ву ва ти сис те ми гли бо ко го на вчан ня та об роб -
ля ти дані відповідно до вста нов ле них прак тик. Тому ви ни кає пи тан ня щодо
мож ли вості ство рен ня та кої сис те ми, яка б ви ко рис то ву ва ла типи да них,
кількість па ра метрів, кількість унікаль них зна чень для кож но го па ра мет ра,
на й мен ше/найбільше зна чен ня тощо. На основі інфор мації про ці влас ти вості 
бази да них мож на ав то ма тич но об ро би ти та підго ту ва ти вхідні дані за до по -
мо гою сис те ми ав то ма тич но го об роб лен ня да них у потрібно му для не й рон ної 
ме режі фор маті. 

За у ва жи мо, що всі дані для гли бо ко го на вчан ня не й рон них ме реж є спе -
цифічни ми до за дач, які для цих да них фор му лю ють ся. Ве ли ка кількість па ра -
метрів впли ває на якість сис тем гли бо ко го на вчан ня, і до кож ної про бле ми є
свій підхід. З іншо го боку, якщо ро зуміти (на прик лад, для не й ро ме реж), що
май же всі дані у кінце во му підсум ку є про сто чис ла ми від 0 до 1 (прак тич но всі
сис те ми гли бо ко го на вчан ня ви ко рис то ву ють або по вноз в’яз ний або час тко во
зв’я за ний не й рон), то мож на по ста ви ти за да чу зі ство рен ня ав то ма тич ної сис те -
ми цих пе ре тво рень. Іна кше ка жу чи, всі дані про хо дять че рез різні про це ду ри,
але кінець кінцем вони є раціональ ни ми чис ла ми від 0 до 1. Заз ви чай кра ще за
все сис те ми гли бо ко го на вчан ня пра цю ють тоді, коли ви ко рис то ву ють діапа зон
вхідних і вихідних зна чень від 0 до 1. Якщо для різних видів да них потрібно ви -
ко ну ва ти різні про це ду ри, то на вході та кої сис те ми слід про сто одра зу вста но -
ви ти пе ревірку типу да них і ав то ма тич ний вибір про це ду ри. Якщо тип да них
одна ко вий, але є підти пи, здійсню ють ту саму пе ревірку на підтип да них і
відповідну про це ду ру. Ниж че на ве де но спо со би ав то ма тич но го ви бо ру про це -
дур для різних типів да них та ав то ма тич но го підбо ру па ра метрів сис тем гли бо -
ко го на вчан ня за леж но від ха рак те рис тик да них.

Автоматична сис те ма об роб лен ня да них. Ме тою всіх про це дур є при -
своєння кожній унікальній ве ли чині або чис лу но во го унікаль но го зна чен ня, яке
скла да ти меть ся з чи сел у діапа зоні від 0 до 1. Про це ду ри ко ду ван ня інфор мації бу -
ва ють різни ми. Все за ле жить від спо со бу пред став лен ня цієї інфор мації. Якщо вона 
має виг ляд графічних зоб ра жень, то ре зуль та том ко ду ван ня за зви чай є на бо ри чи -
сел (тен зо ри) від 0 до 1 для кож но го індек су в тен зорі. Якщо це послідовність чи -
сел (зву кові фай ли), то ре зуль та том ко ду ван ня є век то ри чи сел для кож но го зраз ка.
У на й простішому ви пад ку всі дані мож на пред ста ви ти у виг ляді таб лиці, де ко жен
стов пець — це па ра метр, а ко жен ря док — це еле мент вибірки для сис тем гли бо ко -
го на вчан ня. У кож но му стовпці па ра метр мож на пред ста ви ти або в чис ло во му
виг ляді, або у сим воль но му. Для ви ко рис тан ня цих да них у сис те мах гли бо ко го на -
вчан ня всі дані у стов пцях потрібно при вес ти до зна чень у діапа зоні від 0 до 1.
У разі пред став лен ня у чис ло во му виг ляді мож на ви ко рис то ву ва ти такі види мас -
шта бу ван ня: аб со лют не мак си маль не мас шта бу ван ня, мінімаль но-мак си маль не
мас шта бу ван ня, нор малізація, стан дар ти зація, надійне мас шта бу ван ня. Якщо
по т ріб но, щоб усі зна чен ня були в діапа зоні від 0 до 1, то на й частіше ви ко рис то ву -
ють мінімаль но-мак си маль не мас шта бу ван ня та нор малізацію.

Для мінімаль но-мак си маль но го мас шта бу ван ня фор му ла но во го зна чен ня
має та кий вигляд:

new alue
current alue min alue parameter

max al
.

. . .

.


 


 

ue parameter min alue parameter. . . 
. (1)
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У разі за сто су ван ня нор малізації замість мінімаль но го зна чен ня ви ко рис то -
ву ють се реднє зна чен ня па ра мет ра:

new alue
current alue mean alue parameter

max a
.

. . .

.


 


 

lue parameter min alue parameter. . . 
. (2)

Іна кше ка жу чи, є тільки дві про це ду ри, за до по мо гою яких мож на ко ду ва ти
чис лові дані у дані діапа зо ну від 0 до 1. 

Іншим ти пом да них є сим вольні дані. Тут вирішаль ну роль відіграє кількість
унікаль них зна чень для кож но го па ра мет ра. Основні про це ду ри ко ду ван ня для
сим воль них да них у чис лові є та ки ми: ко ду ван ня за мітка ми або по ряд ко ве ко ду -
ван ня, OneHot ко ду ван ня, ко ду ван ня ефектів, геш-ко ду ван ня, біна рне ко ду ван ня,
ко ду ван ня Base-N та цільо ве ко ду ван ня. Всі вони є зруч ни ми для різних си ту ацій. 
У роз гля нутій в цій статті си ту ації потрібні тільки про це ду ри, на ви ході яких от -
ри му ють чис лові дані в діапа зоні від 0 до 1, як-от: OneHot ко ду ван ня, геш-ко ду -
ван ня та біна рне ко ду ван ня.

У про це дурі OneHot ко ду ван ня кож на унікаль на змінна стає век то ром, який 
буде за пов не ний ну ля ми і ма ти ме кількість еле ментів, що дорівнює кількості
унікаль них зна чень для па ра мет ра. При цьо му лише в окремій по зиції буде
одиниця (рис. 1). 

У разі геш-ко ду ван ня здійснюється схо жа про це ду ра, про те дов жи на кож -
но го но во го век то ра не буде дорівню ва ти кількості унікаль них зна чень. Вона
буде мен шою, і кож не унікаль не зна чен ня буде мати свій «унікаль ний» век тор
за ал го рит мом ге шу ван ня. Ве ли ким не доліком та кої про це ду ри є те, що не мож -
на відно ви ти початкові дані на основі геш-кодування. 

Ще однією про це ду рою є біна рне ко ду ван ня. Біна рне ко ду ван ня схо же на
OneHot ко ду ван ня, але відрізняється тим, що в кожній по зиції век то ра може
бути оди ни ця (рис. 2).

Як вип ли ває з порівнян ня видів
про це дур, най більш універ саль ним є
OneHot ко ду ва н ня. Будь-яку кількість
унікаль них зна чень де я ко го па ра мет ра
мож на кон вер ту ва ти у зна чен ня в
діапа зоні від 0 до 1. 

Слід за зна чи ти, що чис лові зна чен -
ня для па ра мет ра та кож мож на кон вер -
ту ва ти за до по мо гою не чис ло во го, а ка -
те горійно го ко ду ван ня Ця про це ду ра
може бути на ба га то ефек тивнішою під
час ро бо ти з сис те ма ми гли бо ко го на -
вчан ня, оскільки кількість вхідних зна -
чень не за вжди, але в де я ких ви пад ках
виз на чає час ефек тив но го на вчан ня сис -
тем гли бо ко го на вчан ня. Іна кше ка жу -
чи, якщо кількість унікаль них зна чень
для чис ло во го па ра мет ра не пе ре ви щує
~10–20 зна чень, то є сенс ви ко рис то ву -
ва ти саме ка те горійне ко ду ван ня (на -
прик лад, OneHot ко ду ван ня). Заз ви чай
ці циф ри при близні, але зі збільшен ням
кількості унікаль них зна чень чис ло во го
па ра мет ра вже є сенс ви ко рис то ву ва ти
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Рис. 1. Приклад OneHot кодування
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чис ло ве ко ду ван ня, оскільки час на вчан ня сис тем гли бо ко го на вчан ня буде
збільшу ва ти ся нелінійно, а якість на вчан ня буде або незмінною або мало зміню -
ва ти ся порівня но з вит ра че ним ча сом. 

Автоматична сис те ма підбо ру па ра метрів сис тем гли бо ко го на вчан ня
за леж но від типу да них. Вид сис те ми на вчан ня  за ле жить від типу да них. Це
може бути по вноз в’яз на, ре ку рен тна, згор тко ва не й ро ме ре жа, ма ши на Бо льцма -
на та інші гібридні сис те ми. Якщо роз гля да ють графічні зоб ра жен ня з ве ли кою
роздільною здатністю, то ви ко рис то ву ють згор ткові не й ро ме режі. Для ча со вих
рядів за сто со ву ють ре ку рентні сис те ми. Тут роз гля ну то на й простіший ви па док,
коли дані пред став ле но у виг ляді таб лиць па ра метрів. 

Основ ни ми функціями ак ти вації для та ких да них є ReLU, сиг мої дна або
логістич на функція ак ти вації та softmax. Усі вони при зна чені для різних не й -
ронів: функцію ReLU ви ко рис то ву ють для внутрішніх та по чат ко вих не й ронів,
а сиг мої дну та softmax — для вихідних не й ронів. Сиг мої дна ак ти вація підхо -
дить, як пра ви ло, тоді, коли є тільки один вихідний не й рон, тоб то одне зна чен ня 
від 0 до 1. Функцію softmax за сто со ву ють тоді, коли є ве ли ка кількість вихідних 
не й ронів і пра виль ним зна чен ням ви би ра ють найбільше зна чен ня з-поміж усіх.
Тому в цьо му ви пад ку все виз на чається тільки кількістю унікаль них зна чень на
ви ході. Якщо па ра метр, який про гно зу ють, є чис ло вим, то, найімовірніше,
потрібно вста но ви ти сиг мої дну активацію. Якщо параметр є символьним, то
слід застосувати функцію softmax. 

За у ва жи мо, що на й кра щим універ саль ним оптиміза то ром є Adam. Під час
ство рен ня роз ши ре ної версії ав то ма тич ної сис те ми підбо ру па ра метрів гли бо ко -
го на вчан ня мож на над а ти мож ливість ко рис ту ва чу зміню ва ти ці па ра мет ри
вручну та експериментувати. 

Є декілька варіантів ви бо ру функції втрат. Мож на ско рис та ти ся MSE
(функцією се ред ньок вад ра тич ної по хиб ки), біна рною крос-ен тропією та ка те -
горійною крос-ен тропією. Оскільки потрібно, щоб усі дані на бу ва ли зна чень від
0 до 1, то підхо дять лише біна рна та ка те горійна крос-ен тропія. Біна рну крос-ен -
тропію ви би ра ють, коли на ви ході є тільки одне зна чен ня, а ка те го рійну — коли
більше од но го (за ана логією із softmax та сиг мої дною функцією). 

Те о ре ма Ци бен ка. Універ саль на те о ре ма ап рок си мації. З те о ре ми Ци бен -
ка [16] вип ли ває, що од но го внутрішньо го шару не й ро ме режі дос тат ньо для ап -
рок си мації за леж нос тей будь-якої склад ності. Тому мож на виб ра ти не ве ли ку
кількість шарів, які бу дуть при й нят ни ми для різних типів па ра метрів (на прик -
лад, 2–3 шари за леж но від кількості на яв них па ра метрів — стовпців). 

Кількість не й ронів у кож но му шарі потрібно вста нов лю ва ти за леж но від
кількості вхідних та вихідних не й ронів. Стан дар тний підхід пе ре дба чає вста -
нов лен ня кількості не й ронів у внутрішніх ша рах у меж ах кількості по чат ко вих
та вихідних не й ронів. Най кра щим буде підхід від більшо го до мен шо го. На при -
клад, якщо кількість вхідних не й ронів ста но ви ти ме 100, а вихідних — 5, то
кількість не й ронів у внутрішніх ша рах ста но ви ти ме 75 і 25, відповідно. Якщо
кількість вихідних да них ста но вить 50, а кількість вхідних досі ста но вить 100,
то розміри внутрішніх шарів ста но ви ти муть 85 і 65. Якщо кількість вхідних да -
них ста но вить 5, а вихідних — 100, то кількість не й ронів у внутрішніх ша рах
ста но ви ти ме 25 і 75 тощо. У та кий спосіб лег ко ав то ма ти зу ва ти цей про цес,
і якість на вчан ня не й рон ної ме режі не буде силь но за ле жа ти від відхи лень у той 
чи інший бік від іде аль но мож ли вої конфігу рації па ра метрів не й ро ме режі (за
якої точність прогнозування буде максимально можливою). Цю конфігурацію
поки встановлюють ек спе ри мен таль но. Кількість епох без по се ред ньо за ле жить
від розміру партії на вчан ня (batch size) у разі ви ко рис тан ня оптиміза то ра Adam.
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Розмір партії пря мо за ле жить від розміру вибірки да них, тоб то кількості еле -
ментів (рядків) у таб лиці да них. Якщо розмір партії ве ли кий, то може зна до би -
ти ся дуже ве ли ка кількість епох, і на впа ки, якщо розмір партії ма лий, то про тя -
гом не ве ли кої кількості епох мож на здійсни ти ефек тив не на вчан ня не й рон ної
ме режі. Отже, мож на ко ре лю ва ти ці два па ра мет ри (розмір партії і кількість
епох) з ве ли чи ною вибірки. Дуже ма лий розмір партії за вжди буде зу мов лю ва ти 
об ме жен ня в часі, яке є віднос но не е фек тив ним, бо дає той са мий ре зуль тат для
більшо го розміру. Прос тим підхо дом може бути ав то ма тич не вста нов лен ня
розміру партії на рівні 1–5 % відсотків від розміру да них на вчан ня. Кількість
епох вста нов лю ють у 2–5 разів більшою за розмір партії. Та кож, щоб уник ну ти
пе ренав чан ня та вит рат часу, варто встановити процедуру зупинення процесу
навчання залежно від якості навчання системи. 

2. ПОБУДОВА АВТОМАТИЧНОЇ СИСТЕМИ ДЛЯ ДОСЛІДЖЕННЯ ДАНИХ

За до по мо гою за зна че но го підхо ду мож на ав то ма тич но вста но ви ти вихідні та
вхідні дані не й ро ме режі, не пе рей ма ю чись пи тан ням об роб лен ня цих да них.
Так, пре крас ним шля хом є за ван та жен ня да них з од но час ним ви бо ром вихідних
і вхідних да них ко рис ту ва чем. Після цьо го здійсню ють ся всі ав то ма ти зо вані
про це си з об роб лен ня да них та на вчан ня не й ро ме режі з па ра мет ра ми, вста нов -
ле ни ми ав то ма тич но за леж но від да них, виб ра них як вхідні або вихідні. 

Ви ко рис тан ня вихідних па ра метрів не й ро ме режі для аналізу да них.
Вихідні па ра мет ри не й ро ме режі — це втра ти (loss) та точність про гно зу ван ня
(accuracy). Втра ти за зви чай не да ють нічого суттєвого для ро зуміння за галь ної
якості про гно зу ван ня і ви ко рис то ву ють ся для кон крет них за дач. Для оціню ван -
ня ро бо ти не й ро ме режі за сто со ву ють точність про гно зу ван ня. 

Щоб ско рис та ти ся цією ве ли чи ною для аналізу да них, потрібно ро зуміти, як
вона по в’я за на з ха рак те рис ти кою да них. При пус ти мо, на прик лад, що на ви ході є
па ра метр D , а на вході — набір па ра метрів A, B , C . Па ра метр D може бути чис ло -
вим або сим воль ним. У пер шо му ви пад ку є двa варіанти здійснен ня транс фор мації
да них — за до по мо гою мас шта бу ван ня MinMax та ко ду ван ня OneHot. Якщо за сто -
со ву ють MinMax, то на ви ході буде лише одне зна чен ня. Сис те ма виз на чен ня точ -
ності пра цює тільки з суто точ ни ми зна чен ня ми. Це озна чає, що якщо на ви ході бу -
дуть при близні зна чен ня, то це буде не пра виль ним зна чен ням, що дасть у за галь ну
точність про гно зу ван ня не га тив ний вне сок. Однак, якщо пе ревірити точність за
кож ним еле мен том, то вона може бути дуже ви со кою. Іна кше кажучи, потрібно
сфор му ва ти ал го ритм (сис те му), яка виз на чає точність про гно зу ван ня не й рон -
ної ме режі на основі округ ле них її вихідних зна чень та зна чень, з яки ми
потрібно порівня ти ці округ лені зна чен ня. Отже, потрібно округ лю ва ти всі чис -
лові зна чен ня до яко гось зна ку, перш ніж вста нов лю ва ти їх як вихідні зна чен ня не -
й ро ме режі. Якщо транс фор мацію чис ло вих зна чень здійсню ють за до по мо гою
OneHot, то кож не зна чен ня вва жа ють унікаль ним. Як вже за зна че но, OneHot для
чис ло вих да них кра ще ви ко рис то ву ва ти тоді, коли кількість унікаль них зна чень не
пе ре ви щує де я ко го зна чен ня. Тому, тут ви ни кає та сама си ту ація, що й у ви пад ку,
коли па ра метр D роз гля да ють, як сим воль ний.

У дру го му ви пад ку (коли па ра метр D є сим воль ним) універ саль ною транс -
фор мацією є ко ду ван ня OneHot. На ви ході не й ро ме режі буде век тор, який має
дов жи ну, що дорівнює кількості унікаль них зна чень для па ра мет ра D. Се ред усіх
зна чень, які вхо дять у век тор, потрібно виб ра ти те зна чен ня, яке є найбільшим.
Нап рик лад, век тор [0.12, 0.5, 0.42, 0.7] буде пе ре тво ре ний у [0, 0, 0, 1] і у та кий
спосіб буде здійсню ва ти ся порівнян ня з пра виль ним зна чен ням. 
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Важ ли во ро зуміти, як пра виль но аналізу ва ти точність про гно зу ван ня.
Аналіз точ ності про гно зу ван ня пря мо за ле жить від кількості унікаль них зна -
чень для па ра мет ра. Нап рик лад, якщо унікальні зна чен ня па ра мет ра D — це
[0, 1], і не й ро ме ре жа на вче на про гно зу ва ти цей па ра метр з точністю 50 %, то це
озна чає, що немає жод них за леж нос тей все ре дині да них або не й ро ме ре жа по га -
но спроєкто ва на. Іна кше ка жу чи, мінімаль но корисну точність можна
розрахувати за простим співвідношенням:

accuracy
number of unique values

 1
100 % . (3)

Отже, мож на ствер джу ва ти, що чим більша різни ця між мінімаль ною точністю 
та ре аль ною, тим більша за лежність між па ра мет ром D та па ра мет ра ми A, B, C. 

За до по мо гою ав то ма тич но го вста нов лен ня вхідних та вихідних па ра метрів
мож на виз на ча ти ступінь за леж ності вихідних па ра метрів від вхідних. Так, на -
прик лад, за вдя ки по бу дові не й ро ме режі, яка б да ва ла точність про гно зу ван ня па -
ра мет ра D за леж но від па ра метрів A, B, C по черзі, мож на вста но ви ти на явність
за леж ності та її ступінь. До того ж, ви ко рис то ву ю чи ста тис тичні дані в са мих па -
ра мет рах (на лежність різних унікаль них зна чень (їхньої кількості) до того чи
іншо го ви хо ду вихідно го па ра мет ра D) мож на вста но ви ти самі за леж ності. 

Ви ко рис тан ня вихідних па ра метрів для виз на чен ня якості про гно зу ван ня.
На основі точ ності про гно зу ван ня мож на ви ко рис то ву ва ти саму не й ро ме ре жу для 
про гно зу ван ня на но вих да них. Шля хом оціню ван ня різниці між мінімаль ною ко -
рис ною точністю та ре аль ною точністю мож на фор му ва ти або нові дані, або нові
мо делі для про гно зу ван ня. Автоматизувати цей про цес не склад но, бо весь про цес 
об роб лен ня да них та фор му ван ня па ра метрів не й ро ме режі ви ко ну ють ся ав то ма -
тич но. Отже, фахівці різних га лу зей, які не ма ють змо ги бу ду ва ти власні сис те ми
штуч но го інте лек ту, от ри ма ють мож ливість ско рис та ти ся ав то ма тич ною сис те -
мою, за ван та жив ши в неї власні, пра виль но пред став лені дані.

Алгоритм ав то ма тич ної сис те ми об роб лен ня да них та підбо ру па ра метрів
не й ро ме режі має виг ляд, на ве де ний на рис. 3.

Звичай но, ма ють бути мож ли вості руч но го вста нов лен ня всіх про цесів об роб -
лен ня да них (вибір транс фор мації), всіх па ра метрів не й ро ме режі (гіпер па ра мет ри,
тип не й ро ме режі тощо). Однак, для цьо го потрібно мати хоча б по чат ко ве ро зуміння
всіх про цесів або час на ек спе ри мен таль не досліджен ня да них для різних варіантів. 
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Рис. 3. Алгоритм автоматичної системи глибокого навчання для табличних даних



3. ДОСЛІДЖЕННЯ НАБОРУ ДАНИХ MNIST ТА АНАЛІЗ ПРАВИЛЬНОСТІ
ПІДГОТОВКИ ДАНИХ ДЛЯ АВТОМАТИЧНОЇ СИСТЕМИ

Для дослідження інфор ма тив ності на борів да них роз гля не мо ав то ма тич ну сис те му 
підго тов ки да них та па ра метрів не й ро ме режі на при кладі на бо ру да них
MNIST [17]. Ко жен еле мент у цьо му на борі є век то ром дов жи ною 785 еле ментів. 
Його пер ший еле мент — це чис ло від 0 до 9, яке виз на чає, що цей век тор пред -
став ляє пев ну ру ко пис ну циф ру. Всі інші еле мен ти — це чис ла від 0 до 255. По
суті вони виз на ча ють інтен сивність піксе ля у зоб ра женні циф ри. Якщо кон вер ту -
ва ти цей век тор у мат ри цю розміром 28 28  і за леж но від чи сел сфор му ва ти зоб -
ра жен ня цієї мат риці, то це буде ру ко пис не чис ло від 0 до 9. Щоб роз в’я за ти за -
да чу про гно зу ван ня чис ла для кож но го еле мен та MNIST, потрібно за ван та жи ти
файл в ав то ма тич ну сис те му та вка за ти, який саме па ра метр про гно зу ва ти (нас
ціка вить чис ло від 0 до 10) та які бра ти за осно ву (всі інші чис ла в діапа зоні від
0 до 255). Іна кше ка жу чи, слід виб ра ти пер ший еле мент з 785 як вхід, а всі
інші — як вихід. Як за зна че но у розд. 2, ме тод ко ду ван ня інфор мації виз на ча ють
за леж но від кількості унікаль них зна чень для кож но го па ра мет ра. Тут для чи сел
від 0 до 9 за сто со ва но OneHot, бо кількість унікаль них зна чень не ве ли ка. Для
всіх інших па ра метрів (по зицій у век торі) ви ко рис та но MinMax. 

Для того, щоб повністю роз кри ти мож ли вості ав то ма тич ної сис те ми, мож на
після за ван та жен ня фай лу вста но ви ти тільки час ти ну (з 784) пікселів для про гно зу -
ван ня чис ла від 0 до 9. У цій ро боті пред став ле но один із при кладів для трьох ви -
падків про гно зу ван ня чис ла від 0 до 9 за леж но тільки від час ти ни пікселів, а саме,
для пікселів від 0 до 261, від 261 до 522 та від 522 до 783, як по ка за но на рис. 4.

У пред став леній сис темі всі про це си вста нов лен ня гіпер па ра метрів та па ра -
мет ри об роб лен ня да них для не й рон ної ме режі ви ко на но в ав то ма тич но му ре жимі.
Кількість шарів, кількість не й ронів у кож но му шарі, ве ли чи ну партії (batch size),
кількість епох, функції ак ти вації на всіх ша рах, оптиміза тор, ме тод роз ра хун ку по -
хиб ки вста нов ле но на основі того, які дані под а но на вхід та вихід не й рон ної ме -
режі, а та кож спо со бу, у який ви ко на но пе ре тво рен ня да них у потрібний фор мат.

Резуль та ти ек спе ри мен ту пред став ле но у виг ляді точ ності про гно зу ван ня для
ви падків ви ко рис тан ня час тко вих да них про еле мен ти MNIST, як по ка за но на рис. 5. 

По осі орди нат точність ста но вить від 0 до 1. Якщо вра ху ва ти фор му лу (3),
то мінімаль на точність ста но вить 0.1 або 10 %. Інте рес ста нов лять криві тес то -
вих да них. У ви пад ку, коли вра хо ва но пікселі від 0 до 261 (рис. 5, а), маємо кри -
ву, яка асим пто тич но пря мує до 0.77 (77 %). Для проміжку пікселів від 261
до 522 (рис. 5, б) маємо кри ву, яка асим пто тич но пря мує до 0.92 (92 %). Для
треть о го ви пад ку (проміжок від 522 до 783 пікселів) (рис. 5, в) маємо кри ву, яка
асим пто тич но пря мує до 0.77 (77 %). 

Оче вид но, що се ред ня час ти на пікселів несе на ба га то більше інфор мації
про еле мент, ніж вер хня чи ни жня. Зро зуміло та кож, що у разі збільшен ня
кількості епох для ве рхньої і ни жньої час ти ни еле мен та точність буде збільшу -
ва тись, але час, вит ра че ний на на вчан ня, зрос та ти ме нелінійно. 
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Рис. 4. Розділення кожного елемента на три частини
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Рис. 5. Графіки залежності точності прогнозування від кількості епох: для пікселів від 0 до 261
(а), для пікселів від 261 до 522 (б), для пікселів від 522 до 783 (в)
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Дані для за ван та жен ня в ав то ма тич ну сис те му потрібно було підго ту ва ти
у та кий спосіб: кож на ко лон ка — це па ра метр досліджу ва но го об’єкта (у цьо му
ви пад ку ру ко пис на циф ра). Пер ший ря док — це на зви па ра метрів, а ко жен на -
ступ ний — це еле мент да них. Нас правді ав то ма ти зація про це су об роб лен ня да -
них, а саме за ван та жен ня різних фор матів файлів тощо, не є серй оз ною пе ре -
шко дою для якісно го ви ко рис тан ня гли бо ко го на вчан ня. Для таб лич них да них,
фор мат пред став лен ня да них, опи са ний у цій статті, здається найбільш
логічним та універ саль ним, не зва жа ю чи на суттєві труд нощі, що мо жуть ви ник -
ну ти під час по ста нов ки за дачі. Деякі за вдан ня не за вжди вдається роз в’я за ти у
цей ав то ма тич ний спосіб. Прик лад з на бо ром да них MNIST є де мо нстрацією
мож ли вос тей цьо го підхо ду. Особ ли во це важ ли во для дослідників об’єктів, які
не ма ють змо ги ство ри ти влас ну сис те му об роб лен ня да них про цей об’єкт та
сис те му штуч но го інте лек ту. Автоматичні сис те ми мо жуть ста ти у при годі
дослідни кам ме ди ко-біологічних, еко номічних, ас тро номічних об’єктів.
Оскільки в цих га лу зях є ба га то об’єктів з не яс ним зв’яз ка ми між па ра мет ра ми,
сис те ми штуч но го інте лек ту да дуть змо гу зро зуміти суть цих зв’язків. 

У пер спек тиві ці ав то ма тичні сис те ми мож на роз ши ри ти для об роб лен ня
графічних та ча со вих да них. Іна кше ка жу чи, йдеть ся про ав то ма тич не об роб -
лен ня цих да них і по бу до ву сис те ми гли бо ко го на вчан ня з ви ко рис тан ням про -
це су згор тки та по нят тя ре ку рен тності. Та кож за ува жи мо, що є тен денція до ви -
ко рис тан ня різних варіантів згор тко вої та ре ку рен тної не й рон них ме реж за леж -
но від типу, кількості та унікаль ності да них. 

ВИСНОВКИ

Зап ро по но ва но но вий підхід до роз в’я зан ня про бле ми, по в’я за ної з ав то ма -
тич ним об роб лен ням таб лич них да них та ав то ма тич ною по бу до вою сис те ми
гли бо ко го на вчан ня за леж но від унікаль ності, типу та кількості да них. Про -
де мо нстро ва но, що для ве ли кої кількості досліджу ва них об’єктів цей підхід
може бути ефек тив ним, оскільки час, вит ра че ний на по бу до ву всіх сис тем
вруч ну, може ви я ви ти ся не вип рав да но три ва лим. Цей підхід є зруч ним для
дослідників, які не ма ють досвіду ро бо ти з сис те ма ми гли бо ко го на вчан ня і
пра цю ють з ве ли кою кількістю досліджу ва них да них. По ка за но, що така ав -
то ма тич на сис те ма є ак ту аль ною для аналізу впли ву па ра метрів на досліджу -
вані об’єкти. Зап ро по но ва но ал го ритм ро бо ти цієї ав то ма тич ної сис те ми
у разі пред став лен ня да них у виг ляді таб лиць па ра метрів. 

Про ве де но ек спе ри мент з на бо ром да них MNIST для пе ревірки ро бо ти за -
про по но ва ної сис те ми. Зро зуміло, що цей при клад є про стим, але вод но час
ефек тив ним з по гля ду де мо нстрації мож ли вос тей сис те ми. По ка за но, що па ра -
мет ри, які зна хо дить ся у проміжку від 261 до 522 пікселів (у се редній час тині),
більше впли ва ють на кінце вий ре зуль тат — розпізнан ня ру ко пис но го чис ла.
Пікселі з інших проміжків да ють при близ но одна ко ву точність (77 %). 
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S. Dovgyi, M. Zoziuk, D. Koroliouk 
AN ADAP TIVE DEEP LEARN ING SYS TEM FOR EX PLOR ING GEN ERAL DATA

Abstract. The authors present an approach to the analysis of a large amount of data that have
no clear interconnection, but the nature of such a connection, if it exists, needs to be
established. The possibility of automatic data processing and automatic change of parameters
of the deep learning system for the formation of a deep learning platform during the analysis
of data parameters is shown. It is also shown how such a system solves the needs of
specialists from other fields who have never used deep learning systems. With the help of the
well-known MNIST data set, it is established that with the use of individual parameters, it is
possible to change their influence on the accuracy of prediction.

Keywords: neural network, automatic data processing, sampling informativeness, forecasting
system, processing methods.
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